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In this paper we present direct numerical simulations (DNS) of hypersonic turbulent
boundary layers to study high-enthalpy effects. We study high- and low-enthalpy
conditions, which are representative of those in hypersonic flight and ground-based
facilities, respectively. We find that high-enthalpy boundary layers closely resemble
those at low enthalpy. Many of the scaling relations for low-enthalpy flows, such as
van-Driest transformation for the mean velocity, Morkovin’s scaling and the modified
strong Reynolds analogy hold or can be generalized for high-enthalpy flows by
removing the calorically perfect-gas assumption. We propose a generalized form of
the modified Crocco relation, which relates the mean temperature and mean velocity
across a wide range of conditions, including non-adiabatic cold walls and real gas
effects. The DNS data predict Reynolds analogy factors in the range of those
found in experimental data at low-enthalpy conditions. The gradient transport model
approximately holds with turbulent Prandtl number and turbulent Schmidt number
of order unity. Direct compressibility effects remain small and insignificant for all
enthalpy cases. High-enthalpy effects have no sizable influence on turbulent kinetic
energy (TKE) budgets or on the turbulence structure.

Key words: compressible turbulence, turbulent boundary layers, turbulent reacting flows

1. Introduction
Strong bow and leading-edge shock waves, and large kinetic energy dissipation on

hypersonic vehicles make boundary layers extremely hot. The high-enthalpy condition
in such flows leads to real-gas effects (RGE), which include internal (vibrational
and electronic) excitation, dissociation of air molecules, hence variable heat capacities
and thermal and chemical non-equilibrium. As a result, significant deviation from the
perfect-gas approximation occurs at such flow conditions.

For hypersonic turbulent boundary layers at high enthalpy, experimental
measurements are extremely challenging. There are very few flight tests described in
the open literature, and these tests generally provide limited turbulence data with
large uncertainties. Although there are ground-based wind tunnel tests that provide
data with acceptable experimental uncertainties, most hypersonic ground tests for
turbulence cannot match the high total enthalpy levels typical of hypersonic flight.
For these reasons, the validation of turbulence models with wind tunnel data involves
significant extrapolation to flight enthalpies (Roy & Blottner 2006), and many
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important parameters, such as turbulent Prandtl number and turbulent Schmidt number,
are specified as empirical constants without much justification (Wright, White &
Mangini 2009).

Direct numerical simulations (DNS) provide a vast amount of accurate data that
can be used to study hypersonic turbulent boundary layers. Most previous DNS
studies have been carried out at low-enthalpy, non-reacting conditions. For example,
DNS of non-reacting turbulent boundary layers have been performed by Guarini
et al. (2000) at Mach 2.5, Pirozzoli, Grasso & Gatski (2004) at Mach 2.25, Maeder,
Adams & Kleiser (2001) at Mach 3, 4.5 and 6, Duan, Beekman & Martı́n (2010) at
Mach 5 with wall-to-free-stream temperature ratio varying from 1.0 to 5.4, Duan,
Beekman & Martı́n (2011) with free-stream Mach number varying from 0.3 to
12.0, and Dong & Zhou (2010) with Mach number varying from 2.5 to 6.0. There
are only a few DNS of turbulent boundary layers under high-enthalpy conditions.
Martı́n & Candler (1998, 1999), Martı́n (2000), Martı́n & Candler (2001), Martı́n
(2003) and Duan & Martı́n (2009a,b) use simplified single dissociation/recombination
reaction mechanisms and constant species heat capacities to study the nonlinear
interaction between turbulence and finite-rate chemical reactions in the presence
of predominantly exothermic or endothermic reactions in isotropic turbulence and
turbulent boundary layers. Duan & Martı́n (2010) study and assess the presence and
effects of turbulence–chemistry interaction for hypersonic conditions in the Earth’s
atmosphere. An assessment of turbulence and mean flow scalings, as well as of the
influence of high enthalpy on turbulence statistics and coherent structures has not yet
been performed.

One of the most important scaling laws for compressible turbulent boundary
layers is Morkovin’s hypothesis, or the weakly compressibility hypothesis (Morkovin
1962), which argues that for moderate free-stream Mach numbers, the differences
from incompressible turbulence can be accounted for by mean variations of fluid
properties. This is the basis for the van Driest transformation, a velocity scaling
that accounts for the fluid-property variations to collapse compressible flow data onto
the ‘universal’ incompressible distribution. Another important factor in compressible
turbulent boundary layer analysis is the strong Reynolds analogy (SRA), which relates
the temperature fluctuations to the streamwise velocity fluctuations and is used to
extend incompressible turbulence models to compressible flows. Although the validity
of Morkovin’s hypothesis and the SRA has been assessed across a wide range
of free-stream Mach numbers and wall temperatures under low-enthalpy conditions,
equivalent information is not yet known for high-enthalpy environments. Furthermore,
the character of the turbulence structure at high-enthalpy conditions has not yet been
studied.

In this paper, we present a DNS study of turbulent boundary layer flow to
investigate the influence of enthalpy conditions on turbulence statistics and coherent
structures by comparing DNS results under low- and high-enthalpy conditions in air.
The paper is structured as follows. Flow conditions and simulation details are given
in § 2. Turbulence statistics are given in § 3. The relation between skin friction and
heat transfer are discussed in § 4. A study of the strong Reynolds analogy is given in
§ 5. An assessment of the gradient transport assumption is provided in § 6. Turbulent
kinetic energy budgets are given in § 7. Compressibility effects are investigated in § 8.
Turbulence structure analyses are given in § 9. Finally, conclusions are drawn in § 10.
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2. Simulation details
2.1. Governing equations, constitutive relations and numerical method

The equations describing the unsteady motion of a reacting fluid are given by the
species mass, mass-averaged momentum, and total energy conservation equations,
which, neglecting thermal non-equilibrium, are

∂ρs

∂t
+ ∂

∂xj
(ρsuj + Jsj)= ws, (2.1)

∂ρui

∂t
+ ∂

∂xj
(ρuiuj + pδij − σij)= 0, (2.2)

∂E

∂t
+ ∂

∂xj

(
(E + p)uj − uiσij + qj +

∑
s

Jsjhs

)
= 0, (2.3)

where ws represents the rate of production of species s due to chemical reactions; ρs is
the density of species s; uj is the mass-averaged velocity in the j direction; ρ =∑sρs

is the total flow density; p is the pressure, which is given by

p=
∑

s

ρs
R̂

Ms
T, (2.4)

where R̂ is the universal gas constant, Ms is the molecular weight of species s and T is
the translational temperature; σij is the shear stress tensor, which is given by a linear
stress–strain relationship

σij = 2µSij − 2
3µδijSkk, (2.5)

where Sij = (1/2)(∂ui/∂xj + ∂uj/∂xi) is the strain rate tensor and µ is the mixture
viscosity; hs is the specific enthalpy of species s; qj is the conductive heat
flux described by Fourier’s law qj = −κ(∂T/∂xj) where κ is the mixture thermal
conductivity. E is the total energy per unit volume given by

E =
∑

s

ρs

(
hs − R̂

Ms
T

)
+ 1

2
ρuiui, (2.6)

Jsj is the diffusive mass flux of species s given by Fick’s law

Jsj =−ρD
∂Ys

∂xj
, (2.7)

where Ys is the species mass fraction, Ys = ρs/ρ, and D is the diffusion coefficient
given in terms of the Lewis number

D= κ

ρCpLe
, (2.8)

with Cp =
∑

sYsCps.
The thermodynamic properties of high-temperature air species, including species

enthalpy hs and species heat capacity Cps are computed by NASA Lewis curve fits
(Gordon & McBride 1994). Mixture transport properties µ and κ are calculated using
the Gupta (Gupta et al. 1990)–Yos (Yos 1963) mixing rule. Unity Lewis number is
used for calculating species diffusion flux Jsj.

The reactions for air are modelled using the air-five-species mechanism: N2, O2, NO,
N, and O with Arrhenius parameters (Park 1990), shown as follows:

N2 +M
 2N+M, (2.9)
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O2 +M
 2O+M, (2.10)
NO+M
 N+ O+M, (2.11)

N2 + O
 NO+ N, (2.12)
NO+ O
 O2 + N. (2.13)

This mechanism represents realistic reactions of air in the absence of ionization and is
a good approximation at temperatures less than about 10 000 K.

For low-enthalpy flow simulations, calorically perfect air with constant heat
capacities is assumed. The viscosity µ is computed using a power law with the
form

µ= µδ
(

T

Tδ

)0.76

, (2.14)

with Tδ and µδ being the boundary layer edge temperature and viscosity, respectively;
µδ is computed using the Sutherland law for Tδ > 170 K and Keyes model (Keyes
1951) for Tδ < 170 K. The details of the perfect gas air model and its molecular
transport properties are given in Roy & Blottner (2006).

For numerical discretization, we use a linearly and nonlinearly optimized, 4th-order-
accurate weighted essentially-non-oscillatory (WENO) method (Martı́n et al. 2006;
Taylor & Martı́n 2007) for the convective terms, a 4th-order-accurate central difference
scheme for the viscous terms and a 3rd-order-accurate low-storage Runge–Kutta
method (Williamson 1980) for time integration. The WENO scheme has shock-
capturing capability to ensure numerical stability while at the same time has optimal
bandwidth efficiency and minimum numerical dissipation. Details of code validation,
including the comparison with existing experimental data and a well-established
numerical solver for high-enthalpy flows (Wright et al. 2009), have been given in
Martı́n (2007) and Duan & Martı́n (2009c).

2.2. Flow conditions
For high-enthalpy cases, we consider the boundary layer flow over a flat plate flying
at an angle of attack, at Mach 21 and at an altitude of 30 km. Angles of attack of
α = 35◦ and 8◦, are considered, denoted as Wedge35 and Wedge8, respectively. For
case Wedge35, the large angle of attack results in high post-shock temperature and
chemically dissociated gas in the boundary layer edge, and the boundary layer is
representative of that on a blunt body. For case Wedge8, the angle of attack is small
and the flow at the boundary layer edge remains cold and non-reacting although, due
to recovery effects, the temperature rises within the boundary layer and the flow is
partially dissociated. Thus, the boundary layer in this case is typical of that on a
slender-body hypersonic vehicle. Both cases have an enthalpy level of 20 MJ kg−1.

In addition, in order to investigate the influence of species boundary conditions on
the turbulent flow field, we consider ‘supercatalytic’ and ‘non-catalytic’ surface models
for each flow condition. These surface models represent limiting conditions that might
occur. The non-catalytic wall assumes no atom recombination and minimal enthalpy
recovery at the surface, and it is given by(

∂Y

∂n

)
s,w

= 0, (2.15)

with n being the unit vector in the wall normal direction. In contrast, the supercatalytic
wall assumes infinitely fast atom recombination and maximum enthalpy recovery at the
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Case M∞ ρ∞ (kg m−3) T∞ (K) Tw (K) ht,∞ (MJ kg−1) α (deg.)

Wedge 21 0.0184 226.5 2400.0 20 8 and 35
LowH M3 3.5 0.0184 226.5 125.0 0.78 0
LowH M10 10.5 0.00016 34.0 86.0 0.79 0

TABLE 1. Free-stream and wall parameters for the larger domain finite-volume RANS
calculations.

surface. In this case, the chemical composition at the wall recovers to that in the free
stream and the species boundary condition

Ys,w = Ys,∞, (2.16)

where Ys,∞ is the flow composition for the cold air upstream of the leading-edge
shock and may be different from the post-shock boundary layer edge composition
Ys,δ. For simplicity, we refer to Wedge35 with supercatalytic and non-catalytic wall as
Wedge35supercata and Wedge35noncata, respectively. Similar definitions are used for
case Wedge8.

For low-enthalpy cases, we consider a flat plate at zero angle of attack to the free
stream, with the boundary layer edge Mach number and the ratio of wall to adiabatic
temperature approximately matching those for case Wedge35 and Wedge8, and the
corresponding cases are LowH M3 and LowH M10, respectively. In this way, we
define the low-enthalpy flow counterparts of cases Wedge35 and Wedge8 to provide
a baseline for comparison with the high-enthalpy cases. Both low-enthalpy conditions
have an enthalpy level of approximately 0.8 MJ kg−1, which is typical of most ground-
based hypersonic facilities, although the flow conditions themselves might not be
realistic. Perfect gas is assumed for the low-enthalpy cases.

Table 1 provides Mach number, density, temperature, and total enthalpy, M∞, ρ∞,
T∞ and ht,∞, respectively, for the cold air upstream of the leading-edge shock as
well as the inclination angle relative to the free stream for high- and low-enthalpy
cases. We have used subscripts ∞ to denote the free-stream quantities upstream of the
leading-edge shock and Tw is the wall temperature.

The initial DNS flow field is obtained by first extracting the mean profiles from
the Reynolds-averaged Navier–Stokes (RANS) calculation and then superimposing a
fluctuating field. The mean flow conditions are extracted from larger domain finite-
volume RANS calculations using data parallel line relaxation (DPLR) (Wright et al.
2009), solving the equations described in § 2.1. Figure 1 shows the computational
domain for the RANS solution and a sketch of the DNS subdomain for cases Wedge35
and Wedge8. The location of the DNS subdomain is significantly downstream of
the leading edge, where the Reynolds number is large enough for the flow to be
fully turbulent. In this region, the effect of thermal non-equilibrium is expected to be
unimportant. In addition, the large distance between the leading edge of the wedge
and the location of the DNS subdomain allows enough relaxation time for chemical
reactions to progress, as indicated by figure 2, which plots the Damköhler number
Das = (L/u∞)/(ρs/ws) at the location of the DNS subdomain. The Damköhler number
is defined as the ratio of flow residence time to chemical relaxation time, with L
the distance between the leading edge of the wedge and the location of the DNS
subdomain. It is shown that the flow residence time at the selected DNS location is
comparable with the characteristic chemical relaxation time for most species. For the
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FIGURE 1. DNS subdomain from RANS solution for the study of high-enthalpy effects on
turbulence. The Reynolds number ReL = ρ∞u∞L/µ∞, where L is the distance between the
leading edge of the lifting body and the location of the DNS subdomain. (a) Wedge35;
(b) Wedge8.
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FIGURE 2. Damköhler number Das ≡ (L/u∞)/(ρs/ws) from RANS solution at the location
of the DNS subdomain. L is the distance between the leading edge of the wedge
and the location of the DNS subdomain. (a) Wedge35supercata; (b) Wedge35noncata;
(c) Wedge8supercata; (d) Wedge8noncata.

low-enthalpy cases, however, the location of the DNS subdomain has been chosen to
approximately match the Reynolds number with the corresponding high-enthalpy case,
as shown in table 2.
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FIGURE 3. Mean flow temperature across the boundary layer for various DNS cases.

The fluctuating field is obtained by transforming that of an incompressible turbulent
boundary layer DNS using incompressible/compressible scaling laws. The details of
this initialization technique are introduced by Martı́n (2007). The initial data are
an educated guess for the DNS, which evolves to an exact solution after a short
transient. On the wall boundary, non-slip conditions are used for the three velocity
components. The wall temperature is prescribed and kept isothermal. Species boundary
conditions for high-enthalpy cases are either supercatalytic or non-catalytic. The flow
conditions on the top boundary are fixed edge conditions which are extracted from the
RANS calculation. Periodic boundary conditions have been used in the streamwise and
spanwise directions.

Table 2 lists the boundary layer edge conditions and wall parameters for all DNS
cases after the initial transient, providing the boundary layer edge Mach number,
density, and temperature, Mδ, ρδ, and Tδ, respectively, and boundary layer properties:
momentum thickness, θ , shape factor, H = δ∗/θ with δ∗ the displacement thickness,
boundary layer thickness δ, and different definitions of Reynolds number, with
Reθ ≡ ρδuδθ/µδ, Reτ ≡ ρwuτδ/µw, and Reδ2 ≡ ρδuδθ/µw. We have used subscripts δ
and w to denote quantities at the boundary layer edge and at the wall, respectively.
uτ is the friction velocity defined as uτ =√τw/ρw with τw being the wall shear stress.
We keep Reτ and Reδ2 nearly constant, with Reθ having an insignificant variation of
approximately threefold across the cases.

At the selected high-enthalpy conditions, the maximum flow temperatures are above
4000 K (figure 3a), and significant real-gas effects exist. Figure 4(a) shows that the
specific heat ratio γ = Cp/Cv deviates significantly from the perfect-gas value of
1.4 throughout the boundary layer, and figure 4(b) shows that the flow is partially
dissociated. For both low-enthalpy cases, the maximum flow temperatures are close to
room temperature, as shown in figure 3(b), and any high-enthalpy real-gas effects are
negligible.

2.3. Numerical simulation parameters
The computational domain is chosen to be large enough to contain a good sample
of the large scales, while the grid resolution is fine enough to resolve the near wall
structures (Martı́n 2007). The domain size (Lx × Ly × Lz), the grid size (1x×1y×1z)
and the number of grid points (Nx × Ny × Nz) are given in table 3. We take
the streamwise, spanwise, and wall-normal directions to be x, y and z. We use
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FIGURE 4. (a) Specific heat ratio γ = Cp/Cv and (b) mass fraction of atomic oxygen YO for
high-enthalpy DNS cases.

Case Lx/δ Ly/δ Lz/δ 1x+ 1y+ z+2 α Nx Ny Nz

Wedge35supercata 17.2 1.7 4.3 26.6 4.0 0.19 1.068 576 384 110
Wedge35noncata 14.7 1.5 3.6 23.2 3.5 0.17 1.068 576 384 110
Wedge8supercata 19.5 2.8 5.6 26.7 5.7 0.26 1.067 576 384 110
Wedge8noncata 20.0 2.9 5.7 25.7 5.5 0.25 1.067 576 384 110
LowH M3 16.6 2.1 4.0 27.1 5.1 0.17 1.063 576 384 120
LowH M10 20.2 2.2 4.0 33.1 5.4 0.17 1.063 576 384 120

TABLE 3. Grid resolution and domain size for the DNS data.

uniform grids in the streamwise and spanwise directions as 1x+ and 1y+, where the
superscript + indicates scaling with inner, or wall values, and geometrically stretched
grids in the wall-normal direction, with zk = z2(α

k−1 − 1)/(α − 1), where k is the grid
number in the wall-normal direction.

To assess the adequacy of the domain size, two-point correlations for the streamwise,
spanwise and wall-normal velocity components are plotted in figure 5 at z+ = 15
and z/δ = 0.1 for case Wedge35supercata. The two-point correlations drop to zero
for large separations, indicating that the computational domain is large enough
to contain a good sample of the large scales. Similar results can be shown
for other cases. To assess convergence, figure 6(a–d) plots the mean streamwise
velocity, mean temperature, r.m.s. streamwise velocity and r.m.s. temperature for
case Wedge35supercata with different grid sizes. All curves collapse to within 2 %,
indicating that the grid is fine enough to converge the results. Similar convergence can
be shown for skin friction and heat transfer. Grid convergence has been checked for all
the other cases.

3. Flow statistics
Statistical averages are computed over streamwise and spanwise directions of each

field; then an ensemble average is calculated over fields spanning around one non-
dimensional time unit. The time is non-dimensionalized by δ/uτ , which corresponds
to around 20 large-eddy turnover times. During the sampling period, the variations
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in (δ∗, uτ ,Cf ) are less than 5 % during the simulations, and periodic boundary
conditions in the streamwise directions are justified (see Xu & Martı́n 2004). Both
Reynolds and Favre averaging are used. The Reynolds average of f over the x and
y directions will be denoted by f̄ , or 〈f 〉, and fluctuations about this mean will be
denoted by f ′. The Favre average over the x and y directions, f̃ , is a density-weighted
average:

f̃ = ρf

ρ
. (3.1)

Fluctuations about the Favre average will be denoted by f ′′.

3.1. Mean flow

Figure 7 plots the van Driest transformed velocity, ŪVD. The data are insensitive to
enthalpy conditions, and the log-region can be well described by (1/κ) log z+ + C with
κ = 0.41 and C = 6.2. Bradshaw (1977) suggests κ = 0.41 and C = 5.2 for turbulent
boundary layers with zero pressure gradient over an adiabatic wall. The relatively
larger value of C has also been observed for cold-wall hypersonic boundary layers by
Maeder (2000) and Duan et al. (2010).
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The modified Crocco relation by Walz (1969) is commonly used to relate the mean
temperature and velocity in zero-pressure-gradient boundary layers, namely:

T̃

Tδ
= Tw

Tδ
+ Taw − Tw

Tδ

(
ũ

uδ

)
+ Tδ − Taw

Tδ

(
ũ

uδ

)2

, (3.2)
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FIGURE 8. Walz’s equation as expressed by (3.2) for high- and low-enthalpy cases. Lines:
DNS; symbols: Walz’s relation given by (3.2).

with Taw = Tδ(1 + r((γ − 1)/2)M2
δ ) and r the recovery factor assumed to be 0.9.

Figure 8 plots this equation and the exact ratios for the DNS data. The
temperature–velocity relation significantly deviates from (3.2), similar to the
observation by Duan et al. (2010) for Mach 5 boundary layers on cold walls. Both the
enthalpy condition and surface catalysis influence the temperature–velocity relation.

To remove the explicit dependence of the temperature–velocity relation on thermal
and chemical models, we introduce the non-dimensional ‘recovery enthalpy’, which is
defined as

h∗r =
h̃r − hw

haw − hw
, (3.3)

with h̃r = h̃ + r(ũ2/2) and r the recovery factor, again assumed to be 0.9. At the wall
h̃r = hw and h∗r = 0, while at z= δ, h̃r = hδ + r(ũ2

δ/2)= haw and h∗r = 1. Figure 9 plots
the non-dimensional ‘recovery enthalpy’ h∗r versus ũ/uδ. The data collapse across the
flow conditions, indicating that h∗r = (h̃r − hw)/(haw − hw)= f (ũ/uδ), or

h̃

hδ
= hw

hδ
+ haw − hw

hδ
f

(
ũ

uδ

)
− r

1
2 u2

δ

hδ

(
ũ

uδ

)2

, (3.4)

with f (ũ/uδ) nearly independent of free-stream Mach number, wall temperature,
surface catalysis and enthalpy conditions. In addition, figure 9 shows that f (ũ/uδ)
is close to ũ/uδ, but not exactly the same. The fitting of the DNS data gives

f

(
ũ

uδ

)
= 0.1741

(
ũ

uδ

)2

+ 0.8259
(

ũ

uδ

)
. (3.5)

Equation (3.4) indicates that h̃ = h(ũ), a relation which has been assumed by van
Driest (1956) and Walz (1969) for deriving (3.2).

In general, the explicit functional form of the temperature–velocity relation depends
on h̃ = h(T̃, Ỹ). When calorically perfect gas is assumed, i.e. h = CpT , (3.4) can be
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further reduced to

T̃

Tδ
= Tw

Tδ
+ Taw − Tw

Tδ
f

(
ũ

uδ

)
+ Tδ − Taw

Tδ

(
ũ

uδ

)2

. (3.6)

Equation (3.6) is the same as the Walz’s version of the modified Crocco relation (3.2)
except that ũ/uδ has been replaced by f (ũ/uδ) in the second term of Walz’s relation.
For flows with adiabatic or close to adiabatic walls, the influence of the exact
functional form of f (ũ/uδ) on temperature–velocity relations diminishes after it is
multiplied by Taw − Tw, and (3.2) works well, as it is shown in Duan et al. (2011),
while for flows with non-adiabatic walls, the difference between f (ũ/uδ) and (ũ/uδ)
causes significant deviation from (3.2), as shown in figure 8 and in Duan et al. (2010).

3.2. Turbulence quantities
Figure 10 plots turbulence intensities and density-weighted intensities in streamwise,
spanwise and wall-normal directions across boundary layers for various enthalpy cases.
The incompressible data of Spalart (1988) are also plotted. The intensity profiles
have similar shapes with approximately consistent maxima between corresponding
high- and low-enthalpy cases. The density-weighted data bring the magnitude of the
compressible extrema closer to the incompressible case. A similar trend is observed for
the Reynolds shear stress, as shown in figure 11.

The density-weighted intensities and Reynolds shear stress for cases
Wedge8supercata and Wedge8noncata exhibit a plateau around the extrema, while
for other enthalpy cases and the incompressible data, the peak is much sharper.
Cases Wedge8supercata and Wedge8noncata have the strongest ‘real-gas’ effects, as
indicated by the large deviation in specific heat ratio from the perfect gas value 1.4
in figure 4(a). Real-gas effects allow the reallocation of energy from the flow into
the internal structure of air molecules, resulting in less severe gradients of mean
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temperature and density across the boundary layer, as shown in figure 12. The
intensity profiles weighted by the more uniform mean density profile would tend
to make a plateau.

Figure 13 plots the normalized Reynolds heat flux. Following the gradient transport
assumption, the shape of the Reynolds heat flux profiles is closely related to the sign
and magnitude of the wall-normal gradient of mean temperature. For all cases, the
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crossover location, where ρw′′T ′′ = 0, nearly coincides with the location of maximum
mean temperature, or the location where ∂T̃/∂z= 0, which is shown in figure 17.

In terms of fluctuations in thermodynamic quantities, figure 14(a,b) plots r.m.s.
values of pressure fluctuation normalized by pw and ρwu2

τ , respectively. It is shown
that the high-enthalpy cases have larger amplitude of pressure fluctuations than the
corresponding low-enthalpy cases for both conditions. The thermal and chemical
relaxations for flows with ‘real-gas’ effects increase the ‘capacitance’ of the fluid
medium and thus result in lower speed of sound than the otherwise frozen flow at the
same condition, which in turn increases the turbulent Mach number (figure 22) and
pressure fluctuation level, as in figure 14(a,b). Figure 15(a,b) plots ρ ′rms/ρ̄ and T ′rms/T̄ ,
showing the combined influence of ‘real-gas’ effects on the mean and r.m.s. profiles.

4. Skin friction and heat transfer
For high-enthalpy flows, the heat transfer to a surface is composed of the usual

conduction term plus an additional term, which results from the diffusion of species to
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the surface and depends on the surface catalytic property. We can write this as

qw = qcond + qcata = κ ∂T

∂z
+

ns∑
s=1

βsh
◦
s Js, (4.1)

where βs is the chemical energy accommodation coefficient, which is the ratio of
chemical energy transferred to the surface compared to the available energy from
recombination and is taken to be unity in the current simulations, and h◦s is the species
enthalpy of formation. The value of qcata is non-zero only if the flow is chemically
reacting and the surface is catalytic. The Stanton number Ch and the skin friction
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coefficient are defined as

Ch = qw

ρδuδ(haw − hw)
, Cf = τw

1
2ρδu

2
δ

. (4.2)

The Reynolds analogy factor is defined as

Raf = 2Ch

Cf
= uδqw

τw(haw − hw)
. (4.3)

Table 4 gives the DNS calculated skin friction, Stanton number, and Reynolds analogy
factor as well as the skin friction predicted by the van-Driest II theory (van Driest
1956). It is shown that the van-Driest II theory predicts the DNS results within
approximately 10 %.

Both Cf and Ch increase slightly with increasing flow enthalpy, but the ratio remains
nearly constant, as indicated by Raf , which has value of approximately 1.2 for all
cases. For comparison, the low-enthalpy, hypersonic experimental data on smooth flat
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FIGURE 17. Normalized mean static temperature gradient (δ/T̃w)(∂T̃/∂z) for various
enthalpy cases. Dotted line represents the zero value.

plates by Hopkins & Inouye (1971) and Keener & Polek (1972), which have edge
Mach number varying from 4.9 to 7.8, and Taw/Tw from 0.3 to 0.5, indicate that
0.9< Raf < 1.3, as reviewed by Roy & Blottner (2006).

Wall catalysis increases Ch under both high-enthalpy conditions, and catalytic
heating can be a significant portion of total heating when the flow is significantly
dissociated, as is shown for the case Wedge35supercata. For all cases, significant
fluctuations exist (>40 % relative to the mean) for both τw and qw.

5. Reynolds analogies

Morkovin (1962) proposed five SRA relations. Three of them are as follows:

T ′′rms/T̃

(γ − 1)Ma
2(u′′rms/ũ)

≈ 1, (5.1)

−Ru′′T ′′ ≈ 1, (5.2)

Prt = ρu′′w′′(∂T̃/∂z)

ρw′′T ′′(∂ ũ/∂z)
≈ 1. (5.3)

Figure 16(a) plots the relationship between r.m.s. temperature and streamwise
velocity fluctuations, as expressed by (5.1). Equation (5.1) fails to account for the
heat flux at the wall and does not match the DNS data.

Several ‘modified’ forms of the strong Reynolds analogy have been proposed to
account for the heat flux at the wall and remove its wall temperature dependence. For
example, Cebeci & Smith (1974) derived an extended form. More recently, Gaviglio
(1987), Rubesin (1990), and Huang, Coleman & Bradshaw (1995) presented modified
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Reynolds analogies (GSRA, RSRA and HSRA, respectively) which have the form

T ′′rms/T̃

(γ − 1)Ma
2(u′′rms/ũ)

≈ 1

c(1− (∂T̃t/∂T̃))
, (5.4)

with c = 1.0, c = 1.34 and c = Prt, respectively. Low-enthalpy DNS data have shown
that HSRA performs best for both adiabatic and non-adiabatic turbulent boundary
layers (Guarini et al. 2000; Maeder et al. 2001; Duan et al. 2010, 2011). However,
HSRA is derived assuming calorically perfect gas. By removing this assumption, a
generalized form of HSRA can be derived:

T ′′rms =−
1

Prt

∂T̃

∂ ũ
u′′rms. (5.5)

We refer to (5.5) as GHSRA. A cursory description of this generalization is given in
the Appendix.

Figure 16(b) plots the ratio of the left-hand side of (5.5) to its right-hand side for
various enthalpy cases. The validity of GHSRA depends critically on the peak location
of T̃ , or the crossover location, where ∂T̃/∂z= 0 (figure 17). As the crossover location
moves further away from the wall, the validity of GHSRA worsens. At ∂T̃/∂z≈ 0, the
‘mixing length’ assumption, where lT = T ′′rms/(∂T̃/∂z), no longer holds and GHSRA
fails.

Figure 18 plots the correlation between temperature and velocity fluctuations across
the boundary layer for various enthalpy cases. It is shown that in the outer part of
the boundary layer, u′′ and T ′′ are not perfectly anti-correlated for all enthalpy cases
and −Ru′′T ′′ is around 0.7, similar to the results reported by Guarini et al. (2000),
Maeder et al. (2001), Martı́n (2007) and Duan et al. (2010, 2011). The major enthalpy
dependence for the correlation coefficient happens in the region close to the wall,
where u′′ and T ′′ have a positive correlation. Similar to GHSRA, the crossover location,
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where −Ru′′T ′′ = 0, nearly coincides with the location of maximum mean temperature.
The sign of Ru′′T ′′ depends on that of the local mean temperature gradient. Ejection and
sweep events give a negative and positive value of u′′, respectively, but the sign of T ′′

is influenced by the sign of the mean temperature gradient. For ejections and sweeps,
T ′′ is negative and positive, respectively, if the gradient of mean temperature is positive.
As a result, −Ru′′T ′′ is negative if the gradient of mean temperature is positive, positive
if the gradient of mean temperature is negative, and zero if the gradient of mean
temperature is zero, which is the location of maximum mean temperature. Similar
phenomena of positive near-wall correlations are found in DNS of strongly cooled
channel flow (Coleman, Kim & Moser 1995) and boundary layers (Duan et al. 2010).

Figure 19 plots the turbulent Prandtl number across the boundary layer. Prt is
relatively insensitive to flow enthalpy conditions and is close to unity in the outer
part of the boundary layer. In addition, there exist regions of overshoot and sign
change, which coincide with the zero crossover location of Reynolds heat flux ρw′′T ′′

(figure 13) and ∂T̃/∂z (figure 17).

6. Gradient transport assumption
In order to close the averaged governing equations in RANS calculations of

chemically reacting turbulent boundary layers, modelling of the Reynolds flux terms
ρu′′i h′′ and ρu′′i Y ′′s is required, in addition to the Reynolds stress ρu′′i u′′j .

With the gradient transport assumption, the Reynolds flux term for a flow property
φ, after assuming homogeneity in the streamwise and spanwise directions, can be
expressed as

−ρw′′φ′′ = µT

σφ

∂φ̃

∂z
, (6.1)
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where µT is the turbulent viscosity defined by

−ρu′′w′′ = µT
∂ ũ

∂z
; (6.2)

σφ is the turbulent Prandtl number when φ stands for enthalpy h, and the turbulent
Schmidt number when φ is species mass fraction Ys.

While the specification of µT has been discussed extensively in the turbulence
modelling community (Wilcox 2006), σφ is commonly treated as an empirical constant,
without much justification, especially under hypersonic conditions. Figure 20 plots the
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turbulent Prandtl number σh as well as the turbulent Schmidt number σYs across the
boundary layer for various high-enthalpy cases. It is shown that for all cases σφ is
close to unity for most of the boundary layers. Similar to figure 19, there exist regions
of overshoot and abrupt sign change in the values of σφ , which coincide with the
location where ρw′′φ′′ ≈ 0 or ∂φ̃/∂z≈ 0.

7. Turbulent kinetic energy budget
The turbulent kinetic energy (TKE) is defined as

k̃ = 1
2
ρu′′i u′′i
ρ

(7.1)

and the budget equation for turbulent kinetic energy is, after assuming homogeneity in
streamwise and spanwise directions, given by

∂

∂t
(ρk̃)+ w̃

∂

∂z
(ρk̃)= P+ T +Π + φdif + φdis + ST, (7.2)

where

P=−ρu′′i w′′
∂ ũi

∂z
, (7.3)

T =−1
2
∂

∂z
ρu′′i u′′i w′′, (7.4)

Π =Πt +Πd =− ∂
∂z

w′′p′ + p′
∂u′′i
∂xi

, (7.5)

φdif = ∂

∂z
u′′i τ ′iz, (7.6)

φdis =−τ ′ij
∂u′′i
∂xj

, (7.7)

ST =−w′′
∂p

∂z
+ u′′i

∂τij

∂xj
− ρk̃

∂w̃

∂z
. (7.8)

The terms in (7.2) can be interpreted as follows: the left-hand side is the substantial
derivative of the turbulent kinetic energy along a mean streamline; P is the rate of
production of turbulent kinetic energy due to mean velocity gradient; T is turbulent
transport; Π includes the pressure terms (pressure diffusion and the pressure dilatation,
respectively); φdif is the viscous diffusion; φdis is the viscous dissipation; and ST
represents terms that arise when the density is not constant. The first two appear due
to the difference between the Favre and Reynolds averaging and the third term is the
production term due to dilatation. Besides terms in ST , pressure dilatation as well as
dilatational dissipation are also due to non-constant density.

Figure 21(a–d) plots the terms in the budget of turbulent kinetic energy for various
enthalpy conditions, normalized by conventional wall variables (defined in terms of the
mean density, viscosity and shear stress at the wall) and ‘semi-local’ scaling (Huang
et al. 1995) (replacing ρw with ρ(z), uτ with u∗τ ≡

√
τw/ρ(z), and z∗τ ≡ µ(z)/(ρ(z)u∗τ )),

respectively. Pressure terms and ST are small and have not been included on the plot.
It is shown that wall catalysis conditions have a subtle influence on budget terms for
both Wedge35 and Wedge8. Wall units do not collapse the budget terms at different
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FIGURE 21. Turbulent kinetic energy budget for cases Wedge35 and Wedge8, non-
dimensionalized with (a,c) wall units, and (b,d) semi-local units, respectively. Variables
in wall units are normalized by ρwu3

τ/zτ and z+ = z/zτ ; variables in semi-local units are
normalized by ρu∗3τ /z

∗
τ and z∗ = z/z∗τ .

enthalpy conditions. The magnitude of TKE budget terms decreases with decreasing
enthalpy conditions, and the maximum values shift farther away from the wall. When
the high- and low-enthalpy data are scaled with ‘semi-local’ scaling, the data collapse,
as has also been observed in Duan et al. (2010).

8. Compressibility effects
8.1. Turbulent Mach number

An indicator for the significance of compressibility effects is the turbulent Mach
number, defined by

Mt = (u
′
iu
′
i)

1/2

a
. (8.1)

It is shown in figure 22(a) that the magnitude of Mt is significantly larger for Wedge8
than Wedge35 due to the larger edge Mach number. The wall catalysis conditions
have a subtle influence on Mt for both conditions. The high-enthalpy cases have
larger values of Mt than the low-enthalpy cases, since the thermal and chemical
relaxations in high-enthalpy flow lower the specific heat ratio and result in lower
speed of sound. However, the same trend is not observed for M′rms, which is the
r.m.s. fluctuation of the Mach number and thereby includes temperature fluctuations,
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FIGURE 22. Simulation results of (a) turbulence Mach number and (b) fluctuating Mach
number for various cases.

as shown in figure 22(b). The relatively higher temperature fluctuations in the low-
enthalpy conditions (figure 15b) result in regions of larger values of M′rms for the
low-enthalpy cases.

It is commonly believed that 0.3 is the threshold of Mt above which compressibility
effects become important for turbulence behaviour (Smits & Dussauge 2006). The
relatively large values of Mt and M′rms for all cases might indicate the significance of
compressibility effects. The effect of compressibility can be sought by investigating
explicit dilatation terms that arise from the non-vanishing velocity divergence such as
pressure dilatation and dilatational dissipation.

8.2. Pressure dilatation and pressure–strain terms
One of the terms arising from the non-vanishing velocity divergence is the pressure
dilatation term. Figure 23(a) plots the pressure dilatation term Πd = p′(∂u′′i /∂xi)

for various cases. To illustrate the relative importance of Πd compared to relevant
terms in the TKE budget, Πd is normalized by the corresponding production term
P = −ρu′′i w′′(∂ ũi/∂z) in each case. It is shown that the relative importance of Πd

does not change significantly with wall catalysis and enthalpy conditions, and the
pressure dilatation term is small relative to the production term through most of the
boundary layers, with maximum ratio less than 5 % for 0 < z/δ < 0.8. The ratio goes
up significantly near the boundary layer edge, due to the production term nearing zero.

In a study of compressible mixing layers, Vreman, Sandham & Luo (1996) found
that the effect of compressibility is to change the structure of the pressure field,
which results in the modification of the Reynolds stress anisotropy. Figure 23(b) plots
the pressure–strain term Π13 = p′((∂u′′/∂z)+ (∂w′′/∂x)) normalized by production
P = −ρu′′i w′′(∂ ũi/∂z) for various cases. Similar to the pressure dilatation term, the
pressure–strain term for boundary layers is insensitive to wall catalysis and enthalpy
conditions.

8.3. Dilatational dissipation
Another term arising from the non-vanishing velocity divergence is the dilatational
dissipation

φd = 4
3
µ
∂u′i
∂xi

∂u′k
∂xk

. (8.2)
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The solenoidal dissipation is defined as

φs = µω′iω′i, (8.3)

where ω is the vorticity.
Figure 24 plots the ratio of φd to φs for various cases. It is shown that the ratio is

not significantly influenced by the wall catalysis condition, and is somewhat increased
with increasing flow enthalpy. For all cases, the ratio remains small with maximum
value less than 8 %.
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9. Structure analysis
9.1. Near-wall streaks

In this section, we investigate the effects of high-enthalpy on near-wall streaks.
Figure 25(a–f ) plots the instantaneous streamwise mass flux fluctuations at z+ = 5
for various cases. Long regions of negative ρu fluctuation are identified as streaks
and are visible in the plots as elongated dark regions. Streaks are present in all cases,
and the superficial similarity between the corresponding high- and low-enthalpy cases
is apparent. Figure 26 plots the two-point correlation of the streamwise mass flux to
demonstrate the influence of enthalpy conditions on the spanwise spacing of near-wall
streaks. The small variation in the two-point correlation among different enthalpy cases
indicates that the average spanwise spacing is insensitive to wall catalysis and enthalpy
conditions.
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at z/δ = 0.2 in the streamwise/wall-normal plane indicates the wall-normal location of the
streamwise/spanwise plane.

9.2. Outer layer structure

To investigate the influence of flow enthalpy conditions on the size and inclination
angle of the typical eddies, figure 27 plots isocorrelation contour maps in both
(x–y) and (x–z) planes for various cases. The contour maps are obtained by fixing
‘origin’ points at z/δ = 0.2, within the logarithmic layer, and correlating them with
neighbouring points lying within either a 6δ × 2δ streamwise/spanwise window or
a streamwise/wall-normal window spanning 6δ in the streamwise direction and from
upper buffer layer to the boundary layer edge in the wall-normal direction. The results
are then averaged over all the ‘origin’ points at z/δ = 0.2 and over all the flow fields.
Figure 27 shows that the streamwise and spanwise length scales are approximately
2.0δ and 0.4δ, respectively, at a contour level of 0.1 for all cases except LowH M3.
For the case LowH M3, the streamwise structure size is significantly elongated, which
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might indicate that the flow is more coherent at lower enthalpy. However, similar
streamwise elongation is not observed for the case LowH M10, which might be due
to its higher boundary layer edge Mach number, and it has been found by Duan et al.
(2011) that the structure size decreases significantly with increasing free-stream Mach
number. The data indicate that the structures for high-enthalpy cases are more upright
than those for the corresponding low-enthalpy cases.

The existence of coherent structures can be further demonstrated by correlating
the wall shear stress with the streamwise mass flux (Brown & Thomas 1977;
Ringuette, Wu & Martin 2008; O’Farrell & Martı́n 2009; Duan et al. 2010, 2011).
The correlation coefficient is defined by

Rτ ′w(ρu)′ = τ
′
w(x, y)(ρu)′(x+1x, y+1y,1z)

τ ′w,rms(ρu)′rms

. (9.1)

Figure 28 plots the isocorrelation contour maps of Rτ ′w(ρu)′ for various cases in
streamwise/wall-normal and streamwise/spanwise planes. The contour plots in the
streamwise/wall-normal plane indicate the existence of a downstream leaning structure
for all cases, similar to the isocontour maps of R(ρu)′(ρu)′ . In addition, isosurfaces
of significant, positive Rτ ′w(ρu)′ can be thought of as surfaces encapsulating the low-
momentum fluid in a hairpin packet corresponding to the model of Adrian, Meinhart
& Tomkins (2000). Between the legs of a hairpin vortex, the ejection of fluid causes
negative (ρu)′ and negative τ ′w, thus positive Rτw(ρu). Outside the legs, the sweep
events cause positive (ρu)′, which correlates with the negative τ ′w between the legs
to give negative Rτw(ρu). Travelling together, multiple vortices form the packet; these
coherent vortices act in concert to, on average, create and surround a region of low-
momentum fluid. Another noteworthy feature is the existence of a bump in the contour
just upstream of 1x/δ = 0, corresponding to an increase in Rτw(ρu). This is possible
evidence of a younger ‘child’ hairpin packet, generated through the self-sustaining
hairpin process, and streamwise alignment and organization of hairpin packets to form
the ‘very large-scale motions’ of Adrian et al. (2000) or the ‘superstructures’ of
Hutchins & Marusic (2007).

The apparent similarity in large-scale motions between high- and low-enthalpy
boundary layers can also be found in the structure parameter and intermittency. The
‘structure parameter” is defined as a1 =−u′w′/2k, as plotted in figure 29. For all cases,
a1 is approximately constant in 0.1 < z/δ < 0.9, where it assumes values 0.14–0.16.
For incompressible boundary layers, a1 has been found to be approximately constant
with values between 0.14 and 0.17 (Smits & Dussauge 2006).

A similar trend is observed for anisotropy ratios v′rms/u
′
rms and w′rms/u

′
rms, as shown

in figure 30(a,b), and both ratios assume values within the range of incompressible
flows. For incompressible boundary layers, v′rms/u

′
rms has been reported to be nearly

constant with values between 0.6 and 0.7, and w′rms/u
′
rms has been found to assume

values varying between 0.4 and 0.8 (Smits & Dussauge 2006).
The intermittency is a measure of the wallward extent of the entrainment of the

external, initially irrotational flow by large-scale motions. Figure 31 plots the flatness
factor for various cases. It is shown that wall catalysis and enthalpy conditions do not
influence intermittency to any significant extent.

10. Conclusion
We perform direct numerical simulations of flat-plate hypersonic turbulent boundary

layers at high- and low-enthalpy conditions in air to study the effects of enthalpy
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FIGURE 28. Isocorrelation contour maps of Rτ ′w(ρu)′ for various cases. The contour maps
in the streamwise/spanwise plane are plotted at z/δ = 0.2 with negative contours drawn as
dashed curves.

conditions on boundary layer flow. The enthalpy levels for the high- and low-enthalpy
conditions are typical of hypersonic flight and ground-based facilities, respectively.
We showed that many of the scaling relations which are derived and validated under
low-enthalpy conditions for calorically perfect gas still hold or can be generalized
for high-enthalpy flows. In particular, we have shown that the van Driest transformed
velocity collapses different flow enthalpy results with incompressible results. It is
also shown that the r.m.s. velocity fluctuations of different enthalpy conditions are
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collapsed by the mean density scaling suggested by Morkovin. While the mean
static temperature field no longer exhibits a quadratic dependence upon the mean
velocity, as predicted by Walz’s version of the modified Crocco relation (3.2), a
generalized form of the modified Crocco relation (3.4) which is independent of
specific calorical relations can be used to connect the mean temperature with the mean
velocity.

In terms of the strong Reynolds analogy, the original SRA relation (Morkovin
1962) breaks down for all enthalpy cases. The generalized Huang’s version of the
modified SRA (5.5), which removes the calorically perfect gas assumption, provides
reasonably good results in the outer part of the boundary layer, with its validity
depending critically on the crossover location where ∂T̃/∂z = 0. We also find that
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u′′ and T ′′ are not perfectly anti-correlated (as predicted by the SRA, (5.2)) and −Ru′′T ′′
is approximately 0.7 in the outer part of the boundary layer for different enthalpy
cases. The turbulent Prandtl number is nearly constant for most of the boundary layer
and insensitive to flow enthalpy conditions. In addition, we find that the gradient
transport relation (6.1) works well for various enthalpy cases, and σh and σY are
approximately one through most of the boundary layer.

In terms of the turbulent kinetic energy budget, we show that the conventional
inner scaling does not collapse the data. However, the semi-local scaling that takes
into account local variation of fluid properties better collapses the data as found for
cold-wall DNS data in Duan et al. (2010). The terms arising from the non-vanishing
velocity-divergence in TKE budgets, such as pressure dilatation and dilatational
dissipation, indicate that direct compressibility effects remain small and insignificant
for various enthalpy cases.

Regarding the turbulence structure, we find apparent similarity in the near-wall
streaks and large-scale motions between high- and low-enthalpy boundary layers.

The current study describes the characteristics of the high-enthalpy boundary layer
flow away from the vicinity of the leading edge, where thermal non-equilibrium
is negligible and a fully turbulent boundary layer exists. The results on the
turbulence scaling should be of general applicability regardless of the leading-edge
flow development.

This work is supported by NASA under Grant NNX08ADO4A.

Appendix

Here, we briefly review the derivation of the modified Reynolds analogy by Gaviglio
and Huang et al. and generalize it for chemically reacting flows with variable heat
capacities.

First, the velocity and temperature fluctuation intensities are related to the ‘mixing
length scales’ (Gaviglio 1987; Huang et al. 1995) defined by

lu = u′′rms/∂(ũ/∂z), lT = T ′′rms/(∂T̃/∂z). (A 1)
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Gaviglio (1987) assumed lu/lT = 1, and Huang et al. (1995) further showed that
lu/lT ≈ Prt. With lu/lT ≈ Prt, we have

T ′′rms =−
1

Prt

∂T̃

∂ ũ
u′′rms, (A 2)

where the negative sign is due to the opposite signs of ∂ ũ/∂z and ∂T̃/∂z in the
outer part of the boundary layer. Equation (A 2) (and also (5.5)) is independent of the
calorical relation for the particular fluid, and is therefore more general than HSRA.

By assuming calorically perfect gas, (5.4) can be recovered. Namely, HSRA can be
recovered by applying the definition of total temperature Tt with the form

ht = CpTt = CpT + 1
2 uiui (A 3)

so that

∂ ũ

∂T̃
≈ (∂T̃t/∂T̃ − 1)Cp/ũ. (A 4)

For high-enthalpy flow, Cp is a function of flow temperature and species
composition, and the relation (A 3) is no longer valid. As a result, the more general
relation (5.5), GHSRA, must be used to relate mean velocity and temperature.
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DUAN, L. & MARTÍN, M. P. 2009b Effect of turbulence fluctuations on surface heating rate in

hypersonic turbulent boundary layers. AIAA Paper 2009-4040.
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MARTÍN, M. P. 2003 Exploratory studies of turbulence/chemistry interaction in hypersonic flows.
AIAA Paper 2003-4055.
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