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Preliminary Work on DNS and LES of STBLI

M. Pino Martin, Sheng Xu and Minwei Wu

Department of Mechanical and Aerospace Engineering

Princeton University, Princeton, NJ

Preliminary work on the development of a direct numerical and large-eddy simulation
database of shockwave/turbulent boundary layer interaction is presented. These data will
match the conditions of experiments being performed at the Gas Dynamics Laboratory
at Princeton University. The canonical configurations chosen for the database and the
simulation procedures to match the experimental conditions are described in this paper.

Introduction

Many aspects of shock/turbulent boundary layer
interaction (STBLI) are not fully understood, includ-
ing the dynamics of shock unsteadiness; turbulence
amplification and mean flow modification induced by
shock distortion; separation and reattachment criteria
as well as the unsteady heat transfer near the separa-
tion and reattachment points; generation of turbulent
mixing layers and underexpanded jets in the interac-
tion region, especially when they impinge on a surface.
Most importantly, we need to accurately predict the
skin friction and heat transfer, given that the usual
Reynolds analogies can lead to highly inaccurate re-
sults.1 If we cannot predict the flow conditions we
cannot expect to control them. Accurate predictions
and scaling laws, and effective means to control the in-
teraction regions can only be achieved by understand-
ing the fundamental physics governing the dynamics
of shockwave/turbulent boundary layer interactions.

We are working closely with experimentalists at the
Gas Dynamics Laboratory at Princeton University to
develop a detailed database of shockwave/turbulent
boundary layer interaction. The experimental data
will be used to validate the simulation data. In
turn the numerical database will be used to com-
plement the experiments in understanding the shock-
wave/turbulent boundary layer interaction phenom-
ena.

Matching the experimental and computational
Reynolds number, Reθ, and skin friction, Cf , is chal-
lenging. The experiments must be performed at low
Reynolds numbers so that the conditions can be ac-
curately simulated via direct numerical simulation
(DNS) and large-eddy simulation (LES). In addition,
the initialization procedure and boundary conditions
for the simulated incoming turbulent boundary lay-
ers must be accurate and efficient so that the values
of Reθ and Cf after the simulation transients can be
controlled to match those of the experiment.

Copyright c© 2003 by the American Institute of Aeronautics and
Astronautics, Inc. No copyright is asserted in the United States
under Title 17, U.S. Code. The U.S. Government has a royalty-
free license to exercise all rights under the copyright claimed herein
for Governmental Purposes. All other rights are reserved by the
copyright owner.

In this paper, we describe the three canonical config-
urations that we have chosen to study the interaction.
The numerical method, computational grids and the
initialization and inflow generation procedures are de-
scribed.

Flow Configurations

Case I: Compression corner with separation

Although a large number of experiments already ex-
ist, none is suitable for comparison with DNS data,
primarily because of large discrepancies in Reynolds
number. We will use a 20◦ wedge to generate a
two-dimensional, separated, compression corner inter-
action at Mach 3 and Reθ = 3000. Adams2 performs
a direct numerical simulation of this configuration at
Mach 4 and Reθ = 1685.

Case II: Reflected shock case with separation and
turbulent slip layer

This flow configuration is representative of a
shock/turbulent boundary layer interaction occurring
on the internal surface of a supersonic engine inlet or
on the wall inside a scramjet engine. The interaction
results in unsteady shock motion and a nonequilibrium
turbulent boundary layer downstream and upstream
of the interaction. Depending on the conditions, a
separation bubble may develop in the region of shock
impingement and a shock/shock interaction between
the incoming and reflected shocks takes place at some
distance from the wall. The shock/shock interaction
produces a nonequilibrium mixing layer at the slip
line, which is turbulent at high Reynolds numbers.
Furthermore, the interaction of the slip layer and the
turbulent boundary layer downstream of the interac-
tion may lead to the development of underexpanded
jets. We propose flow conditions where the incoming
turbulent boundary layer is the same as the one used
in the compression corner study described above. The
incident shock will be generated by a deflection of 10◦.
Under these conditions, the combined pressure jump
due to the incident and reflected shock will be simi-
lar to that seen in the compression corner study. The
separated zone is also expected to be similar in size.
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Fig. 1 Van-Driest transformed velocity scaled on
inner variables for a DNS of a Mach 4, Reθ = 9480

adiabatic boundary layer.

Case III: Swept fin interaction

This interaction will be at Mach 8 over a 5◦ sharp
fin. The pressure ratio is expected to be about 3, and
it is expected that the resulting interaction will be con-
ical and grow in size along the shock direction. That
is, the interaction is expected to display conical sim-
ilarity so that the flow in the cross-section normal to
the shock can be scaled in a conical coordinate sys-
tem. The data for this case will be generated using
large-eddy simulation (LES).

Computational Method

Generally, the computational study of
shock/turbulence interaction has been done us-
ing shock fitting methods, where the location of the
shock is guessed a priori and a special shock-capturing
numerical technique is used in the identified shock
region.2, 3 An alternative technique is the dynamic
shock-capturing technique in which the entire field is
computed using a weighted-essentially-non-oscillatory
(WENO) scheme. Using this technique in smooth
regions, the convective fluxes are represented by a
symmetric stencil which provides high-order accuracy,
high bandwidth and low dissipation.

We use a WENO scheme for the inviscid fluxes with
an implicit time advancement technique. The third-
order accurate, high-bandwidth, WENO scheme was
designed for low dissipation and high bandwidth4 and
provides shock-capturing, which is necessary at the
Mach numbers that we consider. The time advance-
ment technique is based on the Data-Parallel Lower-
Upper (DPLR) relaxation method of Candler et al.

5

and was extended to second-order accuracy by Ole-
jniczak & Candler.6 The derivatives required for the
viscous terms are evaluated using 4th-order central
differences. The codes include sub-grid scale (SGS)
models7 that can be turn off to perform DNS or on to
perform LES.

Figure 1 shows the Van-Driest velocity profile for the
DNS of a turbulent boundary layer at Mach 4. The
Reynolds number based on the momentum thickness
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Fig. 2 DNS of a turbulent boundary layer at M = 4

and Reθ = 9480. Contours of (Top) pressure and
(Bottom) divergence of the velocity on streamwise-
wall-normal planes.

is Reθ = 9480. The results show good agreement with
the theoretical and empirical predictions in the loga-
rithmic region and viscous sublayer. The predictions
given by the DNS data and the Van Driest II theory
for the skin friction are within 2%.8

Figure 2 shows contours of pressure and divergence
of velocity on the same boundary layer. The flow goes
from left to right. The large gradients from positive
to negative divergence correlated with large gradients
of opposite sign in pressure illustrate the presence
of shocklets. This is corroborated by computing the
Rankine-Hugoniot conditions and ensuring that these
are found in the turbulent flow field along the instan-
taneous streamline. The window in the figure shows
the location of a shocklet, which is a small length scale,
small time scale shock near the wall.

Shock-capturing techniques such as WENO schemes
are too dissipative on coarse, LES-like grids, when
applied directly. The WENO technique is based on
the adaption of the differencing stencil near shocks.
When using WENO schemes directly on a turbulent
flow field, the adaption mechanism is based on the
mathematical definition of data smoothness and has
no information about the turbulence state. In LES
grids the resolution is not fine enough for the adaption
mechanism to distinguish between turbulent fluctua-
tions and high-gradients associated with shocks. For
this reason, we use a physically based shock sensor
in combination with the mathematical WENO adap-
tion technique. In this method additional information
about the turbulence state is provided and the WENO
scheme is only turned on dynamically in regions where
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Fig. 3 LES of turbulent boundary layers at M = 4

and Reθ = 9480 for the adiabatic and isothermal
simulation and comparing to the DNS result. The
LES is performed using the WENO technique ap-
plied directly (Top) and the hybrid WENO tech-
nique using the mathematical and physical adap-
tion mechanism (Bottom).

shocks (based on the mathematical and physical defi-
nition) are present. Further details about the prelimi-
nary shock sensor can be obtained in Martin.9 Figure
3 shows the LES results for a turbulent, adiabatic
boundary layer at Mach 4 using a WENO scheme di-
rectly (Top) and the hybrid WENO plus shock sensor
technique (Bottom). The DNS result is also shown for
comparison. The magnitude of the van-Driest scaled
velocity is overpredicted when the WENO is applied
directly, whereas accurate data can be obtained using
the hybrid method.

For LES, the conservative equations include five
subgrid-scale terms that must be modeled:7 the SGS
stresses; SGS heat flux; SGS viscous diffusion; SGS
viscous dissipation; and the redistribution of turbu-
lent kinetic energy by the SGS scales or SGS tur-
bulent kinetic energy diffusion. We use the SGS
mixed models for compressible flow that are pre-
sented in Martin et al.

7 These models combine the
scale-similarity assumption10 with eddy viscosity mod-
els.11 The models include a dynamic evaluation of
the model coefficients.12 At present, we are assessing
the performance of this method to simulate shock-
wave/turbulent boundary layer interactions.

Initialization

The initial flow fields are obtained combining the
results from different simulations. We first simulate

x

shock shock

shock
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M=0.3 TBL
fluctuations

DNS/LES
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z

x

+

M>1 TBLM>1 TBL

RANS−TBL

DNS/LES

RANS−STBLI

DNS/LES−STBLI

0

Fig. 4 Schematic of the initialization procedure
for the STBLI simulations

a turbulent boundary layer at the desired conditions.
We then place the DNS simulation of the turbulent
boundary layer as the upstream condition for the
STBLI. This procedure is explained below.

We first obtain the mean turbulent flow for the in-
coming turbulent boundary layer, RANS-TBL from
here on, using a Balwin-Lomax Reynolds-averaged
Navier-Stokes simulation.13 The resulting mean pro-
files are then used as the mean flow for the DNS/LES
simulation of a turbulent boundary layer. The fluc-
tuating velocity field is obtained by normalizing the
velocity fluctuations from the incompressible Mach 0.3
DNS14 by the ratio of the inner parameters at the
high Mach number to that at M =0.3. The turbulent
field is mapped onto a computational domain that is
also normalized in wall units. Thus, the initial tur-
bulent structures and energy spectra resemble those
of a realistic turbulent boundary layer. Our prelimi-
nary experience with Mach 8 turbulent boundary layer
simulations is that this initialization procedure may al-
low for short simulation transients provided that the
RANS-TBL calculation is accurate. The initial fluctu-
ations in the thermodynamic variables are estimated
using the strong Reynolds analogy.15

The RANS-TBL is then used as the inflow boundary
condition for a second RANS calculation to simulate
the STBLI mean flow. The result from this simula-
tion together with the DNS/LES of the inflow turbu-
lent boundary layer form the initial condition for the
STBLI direct numerical or large-eddy simulation.

Figure 4 shows a schematic of the initialization pro-
cedure.

Grid Generation

For each of the three canonical STBLI cases, a 2D
plane of the physical domain is closed by two curves
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Fig. 5 Schematic of a physical domain for STBLI.

and two straight lines, as illustrated in Fig. 5. Follow-
ing Adams,16 two-step analytical transformations are
used to map the physical domain onto a computational
domain. The computational domain is discretized by
a uniform mesh, which is transformed to the physical
mesh of the physical domain. In the first step, a pa-
rameter s ∈ [0, 1] is introduced to describe the upper
and lower curves of the physical domain as

{

xl = xl(s), zl = zl(s)
xu = xu(s), zu = zu(s)

, (1)

where subscripts l and u represent the lower and up-
per curves. Then, a linear transformation is used to
map the physical domain (x, z) onto the intermediate
domain (s, r) ∈ [0, 1]× [0, 1] as

{

x(r, s) = (1 − r)xl(s) + rxu(s)
z(r, s) = (1 − r)zl(s) + rzu(s)

. (2)

In the second step, the intermediate domain (r, s)
is mapped onto the computational domain (ξ, ζ) ∈
[0, 1]× [0, 1]. The transformation is given by

{

s = s(ξ)
r = r(ζ)

, (3)

where functions s(ξ) and r(ζ) are constructed to con-
trol the grid distribution of the physical mesh.

Fig. 6 shows the physical meshes for Case I (every
40th line in x, every 15th line in z), Case II (every 36th
line in x, every 5th line in z) and Case III (every 72th
line in x, every 9th line in y). It can be seen that all
grids are clustered near the walls and around corners.

Case I: compression ramp

The schematic of the physical domain for the com-
pression ramp is shown in Fig.7. The mathematical
description of the lower curve is

xl(s) = Ll · s, zl(s) = d2lxl(s) +

d2l

d1l
ln{cosh[d1l(xl(s) − xcl)]} + d2ld3l (4)

(a)

(b)

(c)

Fig. 6 Grids for (a) compression ramp on a
streamwise/wall-normal plane, (b) reflected shock
case with separation and turbulent slip layer on a
streamwise/wall-normal plane and (c) swept fin in-
teraction case on a streamwise/spanwise plane.

z
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z
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Fig. 7 Schematic of the compression ramp.

where

d1l =

(

1 + d2
2l

)3/2

Rcl
,

d3l = −
1

d1l
ln[cosh(d1lxcl)], (5)

in which Rcl is the curvature at corner (xcl, 0), d2l is
obtained by solving zl(s = 1) = zel, and all of the
other symbols are defined in Fig. 7. In the same way
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as the lower curve, the upper curve is described as

xu(s) = Lu · s, zu(s) = z+
1 d2uxu(s) +

d2u

d1u
ln{cosh[d1u(xu(s) − xcu)]} + d2ud3u (6)

where

d1u =

(

1 + d2
2u

)3/2

Rcu
,

d3u = −
1

d1u
ln[cosh(d1uxcu)], (7)

in which Rcu is the curvature at x = xcu and d2u is
obtained by solving zu(s = 1) = z1 + zeu.

Function s(ξ) is chosen to be

s(ξ) = aξ + b + c1 sinh [g(ξ)] , g(ξ) =
ξ − c2

c3
, (8)

where

a = 1 − c1

[

sinh

(

c2

c3

)

+ sinh

(

1 − c2

c3

)]

, (9)

b = c1 sinh

(

c2

c3

)

. (10)

Parameters c1 and c3 are specified to cluster the phys-
ical mesh at ξ = c2. Increasing c1 or decreasing c3

makes physical mesh more clustered at ξ = c2. We
want the mesh clustered at x = xcl in the x-direction.
Thus, we get the following equation to solve c2 :

xcl = xl [s(ξ = c2)] . (11)

Function r(ζ) is chosen to be

r(ζ) =
cc · h1(ζ)

aa + bb · h1(ζ)
(12)

where

h1(ζ) = cζ + d + e1sinh [h2(ζ)] , (13)

h2(ζ) =
ζ − e2

e3
, (14)

in which

c = 1 − e1

[

sinh

(

1 − e2

e3

)

+ sinh

(

e2

e3

)]

(15)

d = e1 sinh

(

e2

e3

)

. (16)

Parameters e1 and e3 have the same effects as c1 and
c3. Increasing e1 or decreasing e3 makes the physical
mesh clustered at ζ = e2. We want the physical mesh
to be clustered at the lower boundary. Therefore e2 is
set to be zero. Parameters aa, bb and cc are used to
control that half of the grid lines in the z direction lie

z

x

z

L−Lx Lu lcu u

1

Fig. 8 Schematic of the slip layer.

in the range z ∈ [0, z12] at x = 0. They are computed
by

aa = h1(0.5) ·

(

1−
z12

z1

)

, (17)

bb =

(

z12

z1
− h1(0.5)

)

, (18)

cc =
z12

z1
(1 − h1(0.5)) . (19)

Case II: reflected shock with separation and
turbulent slip layer

The schematic of the physical domain for this case
is shown in Fig.8. The upper and lower curves are







xl(s) = (Lu − Ll) + Lls, zl(s) = 0
xu(s) = Lus, zu(s) = z1 − (d2uxu(s)+
d2u

d1u

ln{cosh[d2u(xu(s) − xcu)]} + d2ud3u)
(20)

where parameters d1u, d2u and d3u are computed as in
the ramp case. The forms of functions s(ξ) and r(ζ)
are also the same as in the ramp case, but h1(ζ) in
the expression of function r(ζ), see Eq. (12), takes a
different form as

h1(ζ) = cζ + d + e1 tanh [h2(ζ)] . (21)

We use hyper-tangent function tanh(·) in Eq. (21) to
make the physical mesh clustered near the both walls.
Increasing e1 or decreasing e3 makes the physical mesh
more clustered near the both walls. At ζ = e2 the mesh
is coarsest.

Case III: swept fin

Referring to Fig. 9, the lower and upper curves in
this case are described as







xl(s) = Ll · s, yl(s) = y1(1 − s)
xu(s) = Lu · s, yu(s) = y1 − (d2uxu(s)+
d2u

d1u

ln{cosh[d1u(xu(s) − xcu)]} + d2ud3u)
(22)

where d1u, d2u and d3u are computed as in the ramp
case. Functions s(ξ) and r(η) are also the same as in
the ramp case.
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Fig. 9 Schematic of the swept fin.

Inflow Methodology

To numerically simulate the shock/turbulent bound-
ary layer interaction in the three canonical cases, we
need inflow/outflow boundary conditions. We use a
sponge layer16, 17 in combination with non-reflecting
boundary conditions to handle the outflow. Extend-
ing the work by Lund et al.,18 we propose a rescaling
method19 which generates compressible turbulent in-
flow efficiently and accurately. The method assumes
that, in the coming boundary layers of the three canon-
ical cases, the compressibility effects reduce to density
variation effects and general temperature-velocity rela-
tionships exist. To generate the inflow data, we rescale
the downstream profile and reintroduce it at the in-
let. Due to the presence of multiple length scales
in a turbulent boundary layer, the rescaling process
is carried out in a piecemeal fashion. To rescale the
mean streamwise velocity, we follow Ref. 20 and dis-
tinguish the viscous sublayer, the logarithmic region
and the law-of-the-wake region in the boundary layer.
To rescale the mean wall-normal velocity and turbu-
lence, we divide the boundary layer into the inner layer
and outer layer. Hereafter, we denote the stream-
wise, spanwise and wall-normal velocity components
as u(= U + u′), v(= V + v′) and w(= W + w′), where
a capital letter represents a time-averaged mean, and
a lowercase letter with prime represents a fluctuation.
We use (·)i and (·)r to represent the inlet and the
rescaled downstream station respectively.

Mean rescaling

For a flat-plate boundary layer, the mean spanwise
velocity V is zero due to the spanwise statistical sym-
metry, and the mean pressure P is equal to the free
stream value. Thus, the remaining mean variables to
be rescaled are the mean streamwise velocity U , the
mean wall-normal velocity W , the mean temperature
T and the mean density ρ̄.

In the viscous sublayer, the logarithmic region and
the law-of-the-wake region, the mean streamwise ve-

locity respectively satisfies the following scaling laws

Us

uτ
= fvisc(z

+), (23)

U∗∗

uτ
= flog(z

+), (24)

U∗

uτ
= fwake(η), (25)

where uτ =
√

(

ν ∂U
∂z

)

w
is the friction velocity, z+ =

uτ z
νw

is the wall-normal coordinate in viscous length
units, η = z

∆ is the wall-normal coordinate nondi-
mensinalized by an integral reference length scale, ∆;
The functions fvisc, flog and fwake are independent of
the streamwise location; and U s, U∗∗ and U∗ are forms
of the transformed mean streamwise velocity and are
defined as

Us =

U
∫

0

(

T

Tw

)n

dU, (26)

U∗∗ =

U
∫

0

√

Tw

T
dU, (27)

U∗ = U∗∗
e − U∗∗ =

Ue
∫

U

√

Tw

T
dU, (28)

where n comes from the power law relation between
viscosity and temperature

µ

µw
=

(

T

Tw

)n

. (29)

Applied at the inlet and the rescaled station, Eq. (23)
and (24) respectively give

(Us)i = ωuτ
(Us)r, (30)

(U∗∗)i = ωuτ
(U∗∗)r (31)

for (z+)i = (z+)r in the viscous sublayer and the log-
arithmic region, and Eq. (25) gives

(U∗)i = ωuτ
(U∗)r (32)

for (η)i = (η)r in the law-of-the-wake region, where
ωuτ

is defined as

ωuτ
=

(uτ )i

(uτ )r
. (33)

In the inner and the outer layers of the boundary
layer, the mean wall-normal velocity W is assumed to
be scaled as

W

uτ

√

ρ̄

ρ̄w
= finner(z

+), (34)

W

uτ

√

ρ̄

ρ̄w
= fouter(η), (35)
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where functions finner and fouter are assumed to be
independent of streamwise location. Applied at the
rescaled station and the inlet, the scaling of W leads
to

(W )i = ωuτ
ωρw

(ρ̄)r

(ρ̄)i
(W )r, (36)

for (z+)r = (z+)i in the inner layer and (η)r = (η)i in
the outer layer. ωρw

is given by

ωρw
=

(ρ̄w)i

(ρ̄w)r
. (37)

When fluctuations are small, to a first-order ap-
proximation, the mean temperature T and the mean
density ρ̄ are related by the state equation T = P

Rρ̄ for
perfect gas, where R is the gas constant. Thus, the
rescaling of ρ̄ follows once that of the mean tempera-
ture T is known.

If the streamwise distance from the rescaled station
to the inlet is not very large, it is a good assumption
that the relationship between the mean temperature
and the mean streamwise velocity is the same at the
two locations. We therefore have

T

Te
= fUT

(

U

Ue

)

, (38)

where subscript e denotes a quantity in the free stream,
fUT is a function independent of the streamwise loca-
tion. For a boundary layer under non-zero pressure
gradient, the relationship in Eq. (38) may not take
the same form as Walz’s equation, but its form is not
needed as far as the rescaling method is concerned. We
can obtain the relationship numerically at the rescaled
station and then use interpolation to decouple the
mean streamwise velocity and the mean temperature
in the computation of the mean streamwise velocity at
the inlet. The mean temperature at the inlet follows
Eq. (38) once the mean streamwise velocity at the inlet
is calculated.

Turbulence rescaling

When the velocity fluctuations are normalized by

the Morkovin velocity scaling
√

ρ̄w

ρ̄ uτ , they are in fair

agreement with the incompressible data. Applied at
the rescaled station and the inlet, the scaling of u′

i

(i = 1, 2, 3 corresponding to u′,v′,w′) leads to

(u′
i)i = ωuτ

ωρw

(ρ̄)r

(ρ̄)i
(u′

i)r, (39)

for (z+)r = (z+)i in the inner layer and (η)r = (η)i in
the outer layer.

(T ′
w(t))i =

ωρw
ωνw

ωuτ

(ρ̄)r

(ρ̄)i

(Tw)i

(Tw)r
(T ′

w(t))r . (40)

To a first-order approximation, the state equation
yields

p′

P
=

T ′

T
+

ρ′

ρ̄
. (41)

In most cases, p′

P is very small and can be assumed to
be negligible, which gives

ρ′

ρ̄
= −

T ′

T
. (42)

Thus, only the temperature fluctuations need to be
rescaled.

We treat the rescaling of temperature fluctuations in
the same way as we deal with the mean temperature.
We assume the following relations

Trms

T
= famp

urms

U
, (43)

T ′(t)

Trms
= c

u′(t + fphase)

urms
, (44)

where t denotes time, c is equal to +1 (or −1) where u′

and T ′ are positively (or negatively) correlated, famp

and fphase are functions of z+ in the inner layer and
η in the outer layer, and they are not functions of
the streamwise location. Applying Equations (43) and
(44) to the rescaled station and the inlet, we can de-
duce

(T ′(t))i =
(u′(t + fphase))i

(u′(t + fphase))r

(U)r

(U)i

(T )i

(T )r
(T ′(t))r

= ωuτ
ωρw

(ρ̄)r

(ρ̄)i

(U)r

(U)i

(T )i

(T )r
(T ′(t))r. (45)

Approaching the wall, (U)r

(U)i

becomes a 0
0 type limit and

can be evaluated according to L’Hospital rule.

Implementation

In the rescaling of the mean streamwise velocity,
three sublayers are distinguished. In the rescaling of
other quantities, the boundary layer is divided into the
inner sublayer and the outer sublayer. The composite
profile of a quantity over the entire boundary layer is
formed by a weighted combination of the profiles for
all sublayers. For example, the streamwise velocity is
formed as

u = {Uviscb1(z) + Ulogb2(z) + Uwakeb3(z)} +

{u′
inner[1 − b3(z)] + u′

outerb3(z)}, (46)

where Uvisc, Ulog and Uwake represent the mean pro-
files in the viscous sublayer, the logarithmic region and
the wake region respectively, u′

inner and u′
outer in turn

represent the fluctuation profiles in the inner layer and
the outer layer, and b1(z), b2(z) and b3(z) are weight
functions. The weight functions are constructed from
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Fig. 10 Distributions of the displacement thickness δ
∗, momentum thickness θ, friction velocity uτ and

friction coefficient Cf along the streamwise (x) direction. solid circles: SDNS, dashed lines: initial periodic
flow field, solid lines: formulas from Least Square (LS) minimization.

hyper-tangent functions as

b1(k) =
1

2

{

1 − tanh

[

c1
k − km1

klogs − kvisc

]}

, (47)

b2(k) =
1

2

{

tanh

[

c1
k − km1

klogs − kvisc

]

−

tanh

[

c23
k − km23

kwake − kloge

]}

, (48)

b3(k) =
1

2

{

1 + tanh

[

c23
k − km23

kwake − kloge

]}

,(49)

where k is the wall-normal grid index and equivalent
to coordinate z, c1 and c23 are constants to adjust the
steepness of the weight functions, kvisc, klogs, kloge and
kwake are the wall-normal indexes to distinguish differ-
ent sublayers, km1 =

kvisc+klogs

2 and km23 =
kloge+kwake

2 .

Test

The rescaling method can be used to simulate a spa-
tially developing turbulent boundary layer. Fig. 10
shows the spatial evolution of the boundary layer dis-
placement thickness δ∗, momentum thickness θ, fric-
tion velocity uτ and friction coefficient Cf in a spa-
tially developing turbulent boundary layer direct nu-
merical simulation (SDNS). The solid circles represent
the time-averaged spatial distributions of these quan-
tities for the spatial boundary layer in equilibrium.

Fig. 11(a) shows that the streamwise evolution of
Reθ from the simulation is in excellent agreement with
the one estimated by Sivells & Payne formula under
van Driest II transformation.21 We use Least Square
(LS) minimization to produce a formula similar to

0 0.01 0.02 0.03 0.048000

10000

12000

14000

16000

Reθ

x

(a)

11500 12000 12500 13000

0.0008

0.0012

0.0016

Cf

Reθ

(b)

Fig. 11 (a)Distribution of Reθ along the stream-
wise direction and (b) Distribution of the local skin
friction Cf in terms of Reθ. solid circles: simu-
lation, dashdotted line: estimation by theoretical
equations, solid line: formula from Least Square
(LS) minimization.

Sivells & Payne formula under van Driest II transfor-
mation. The solid line in Fig. 11 represents the plot
from the LS minimization.

Fig. 11(b) compares the simulated local skin friction
Cf in terms of Reθ with the estimation by Karman-
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Schoenherr equation under van Driest II transforma-
tion.21 The dashdotted line is plotted from the esti-
mation, solid circles denote time-averaged values from
the spatial simulation. The solid line represents the
results of the LS minimization. As indicated by the
comparison, the result from the simulation is in good
agreement with the estimation.

The rescaling procedure will be used to provide the
inflow boundary condition for the simulations of shock-
wave turbulent boundary layer interaction. Further
details about this method can be found in Xu & Mar-
tin.19

Conclusions

The initial progress on the development of a de-
tailed DNS and LES database of shockwave turbulent
boundary layer interaction is presented. The canonical
configurations that are chosen and the grid generation
procedure for these configurations are described. The
validation of the computational codes, the flow initial-
ization procedure and the inflow generation method-
ology are given. There is much work to be done prior
to using the database to gain physical understanding.
In particular, future work involves finishing the initial-
ization of the Mach 3 and 8 boundary layers, gaining
experience using the inflow methodology for this type
of flow and using the WENO scheme to compute the
flows in the prescribed grids, and assessing the perfor-
mance of the LES models in STBLI.
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