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Abstract

A formulation of mixed subgrid-scale (SGS) mod-

els (i.e. models combining scale-similar and eddy vis-

cosity contributions) for compressible flows in general-

ized curvilinear coordinates is presented and validated

against a direct numerical simulation (DNS) database

of a supersonic, zero-pressure gradient boundary layer.

Also, the computational setup for the large-eddy sim-

ulation (LES) of a hypersonic elliptical cross-section

cone is discussed in detail.

Introduction

The aerodynamic heating effects in hypersonic lift-

ing bodies are significantly affected by transition and

turbulence. A realistic representation of a lifting body

is generally more complex than perfect gas flow over a

flat plate and may include pressure gradients, stream-

line curvature, three-dimensional mean flow, separa-

tion, shocks, and chemical reactions. In the absence of

detailed experimental or computational databases to

better understand these physical phenomena, we are

left with excessive design conservatism and unrefined

conceptual designs.

When investigating these phenomena via CFD, di-

rect numerical simulations are simply not affordable.

However, recent advances in turbulence modeling pro-

vide a wide range of accuracy for simulating turbulent

flows of engineering interest. Depending on the level
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of detail required, one may chose the simple Reynolds-

averaged Navier-Stokes models or the state of the art

subgrid scale models in a large-eddy simulation to ob-

tain a more refined prediction. Clearly the study of

fundamental physical phenomena must be done using

the finest possible method, namely LES. However, one

must keep in mind that a key feature of the prediction

is validation with experiments.

The highly three-dimensional character of the flows

of interest presents a challenge for traditional mea-

surement techniques. Using the most recent laser and

camera technologies, Huntley et al.1 present the first

detailed flow visualization of transition on an elliptical

cross-section cone at Mach 8. They use the experi-

mental database to gain insight into the effect of three-

dimensionality on the transition characteristics. Mean

flow features and details about the unstable modes

in the boundary layer for the same configuration are

given by Kimmel et al.2,3 and Poggie et al.,4 respec-

tively. Because this flow is being extensively docu-

mented experimentally and because the geometric con-

figuration resembles that of the forebody of a hyper-

sonic vehicle, we chose it to test state of the art SGS

models for high speed flows.

The present work is an ongoing effort to provide de-

tailed flow simulations of unsteady, hypersonic, tran-

sitional or turbulent flows. As a first step, we follow

the recent work of Jordan5 by transforming the DNS

equations into a generalized curvilinear coordinate sys-

tem and then filtering the equations to yield the LES

equations in curvilinear coordinates. In this paper the

conservative form of the DNS and LES equations in

curvilinear grids are presented, the mixed SGS models

used to represent the contribution of the unresolved

turbulent scales along the curvilinear grid lines are

listed, and the numerical method and filtering opera-

tions required to perform the simulations are exposed.

The implementation of the LES in a generalized coor-

dinate system is validated against the DNS database

of a supersonic, zero-pressure gradient boundary layer.

The grid requirements and initialization for the LES

of a hypersonic, elliptical cross-section cone discussed
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in detail. Finally a brief discussion about the ongoing

work and the experimental data desirable for compar-

ison with the computational simulations is given.

Governing equations

The equations describing the unsteady motion of a

perfect gas flow are given by the mass, mass-averaged

momentum, and total energy conservation equations

∂ρ

∂t
+

∂

∂xj
(ρuj) = 0,

∂ρui

∂t
+

∂

∂xj
(ρuiuj + pδij − σij) = 0, (1)

∂ρe

∂t
+

∂

∂xj

((
ρe + p

)
uj − uiσij + qj

)
= 0,

where ρ is the density, uj is the velocity in the j di-

rection, p is the pressure, σij is the shear stress tensor

given by a linear stress-strain relationship

σij = 2µSij −
2

3
µδijSkk , (2)

where Sij = 1

2
(∂ui/∂xj + ∂uj/∂xi) is the strain rate

tensor, and µ is the temperature dependent kinematic

viscosity, qj is the heat flux due to temperature gradi-

ents

qj = −κ
∂T

∂xj
, (3)

where κ is the temperature dependent thermal conduc-

tivity, and e is the total energy per unit mass given by

e = cvT + 1

2
uiui, (4)

where cv is the specific heat at constant volume.

The governing equations can be implemented in a

general curvilinear system using the transformation




∂
∂x
∂
∂y
∂
∂z


 =




ξx ηx ζx

ξy ηy ζy

ξz ηz ζz







∂
∂ξ
∂
∂η
∂
∂ζ


 , (5)

where ξ is defined as the body-tangential in the

streamwise direction, η the body-tangential in the

spanwise direction, and ζ is the body-normal direc-

tion. Thus, the governing equations can be written in

conservation form as

∂U

∂t
+

∂F

∂ξ
+

∂G

∂η
+

∂H

∂ζ
= 0, (7)

where U is the vector of conserved quantities, and F ,

G and H are the flux vectors in the ξ, η and ζ direc-

tions,respectively. Details of this transformation can

be found in Hirsch.6 The resulting flux vectors can be

separated into their convective and viscous parts ac-

cording to

F = Fc + Fv , G = Gc + Gv H = Hc + Hv . (8)

These vectors have the following form

U = J




ρ
ρu
ρv
ρw
ρe


 , F = Jrξ




ρu′

ρuu′ + psx

ρvu′ + psy

ρwu′ + psz

(ρe + p)u′


 ,

Fv = − J rξ




0
σxxsx + σxysy + σxzsz

σyxsx + σyysy + σyzsz

σzxsx + σzysy + σzzsz

(σxxu + σxyv + σxzw)sx+
(σyxu + σyyv + σyzw)sy+
(σzxu + σzyv + σzzw)sz−

qxsx − qysy − qzsz




, (9)

where sx, sy and sz are the local direction cosines of

the curvilinear coordinate system, namely for Eq. (9)

sx = ξx/rξ , sy = ξy/rξ , sz = ξz/rξ , (10)

where rξ =
√

ξ2
x + ξ2

y + ξ2
z and u′ is the velocity com-

ponent in the body-tangential direction, namely for

Equations (9)-(10)

u′ = usx + vsy + wsz (11)

In this curvilinear coordinate system F , G and H are

functionally equivalent. Thus, Equations (9) through

(11) apply in the particular curvilinear direction.

Conserved LES equations

LES is based on the definition of a filtering oper-

ation: a resolved variable, denoted by an overbar, is

defined as7

f(ξ) =

∫

D

f(ξ′)G(ξ, ξ′; ∆)dξ′, (12)

where D is the entire domain, G is the filter function,

and ∆ is the filter-width associated with the wave-

length of the smallest scale retained by the filtering

operation. Thus, the filter function determines the

size and structure of the small scales. Jordan5 shows

that the filtering and differentiation operations com-

mute in the curvilinear coordinate system if the nu-

merical representation of the filtering operation has

compact support. Therefore the LES form of the gov-

erning equations is given by

∂U

∂t
+

∂F

∂ξ
+

∂G

∂η
+

∂H

∂ζ
=

∂FSGS

∂ξ
+

∂GSGS

∂η
+

∂HSGS

∂ζ
,

(13)
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where the flux and SGS vectors are functionally equiv-

alent. To avoid the introduction of extra subgrid-scale

terms in the equation of conservation of mass, it is con-

venient to use Favre-filtering.8,9 A Favre-filtered vari-

able is defined as f̃ = ρf/ρ. Using the Favre-filtering

definition the vectors in Eq. (13) can be written as

U = J




ρ
ρ ũ
ρ ṽ
ρ w̃
ρ ẽ


 , F = Jrξ




ρ ũ′

ρ ũũ′ + psx

ρ ṽũ′ + psy

ρ w̃ũ′ + psz

(ρ ẽ + p)ũ′


 ,

Fv = − Jrξ




0
σ̃xxsx + σ̃xysy + σ̃xzsz

σ̃yxsx + σ̃yysy + σ̃yzsz

σ̃zxsx + σ̃zysy + σ̃zzsz

(σ̃xxũ + σ̃xy ṽ + σ̃xzw̃)sx+
(σ̃yxũ + σ̃yy ṽ + σ̃yzw̃)sy+
(σ̃zxũ + σ̃zy ṽ + σ̃zzw̃)sz−

q̃xsx − q̃ysy − q̃zsz




, (14)

FSGS = − Jrξ




0
ρ (ũu′ − ũũ′)

ρ (ṽu′ − ṽũ′)

ρ (w̃u′ − w̃ũ′)
γcvQ + 1

2
J




,

where the filtered energy is given by

ẽ = cvT̃ +
1

2
ũiũi +

1

2
(ũiui − ũiũi) , (15)

and the SGS viscous diffusion has been neglected since

for most of the boundary layer the magnitude of the

SGS viscous diffusion is smaller than the magnitude of

the other SGS terms in the energy equation.

The transformation metrics do not have fluctua-

tions and are independent of the filtering operation.

However, care must be taken when evaluating the

metrics numerically to avoid excessive damping of the

spectral components for the Cartesian coordinate sys-

tem in wave space.5

The diffusive fluxes are given by using the chain rule

on

σ̃ij = 2µ̃S̃ij −
2

3
µ̃δij S̃kk , q̃j = −k̃

∂T̃

∂xj
, (16)

where µ̃ and k̃ are the viscosity and thermal conduc-

tivity corresponding to the filtered temperature T̃ and

their fluctuations are neglected. Vreman et al.10 per-

form a priori tests using DNS data obtained from the

calculation of a mixing layer at Mach numbers in the

range 0.2–0.6, and concluded that neglecting the non-

linearities of the diffusion terms in the momentum and

energy equations is acceptable.

The effect of the subgrid scales along the curvilinear

grid lines appears on the right hand side of the govern-

ing equations through the SGS stresses τij , SGS heat

flux ∂Qj/∂ξj , and SGS turbulent diffusion ∂Jj/∂ξj .

These quantities are defined as

τij = ρ (ũiu′

j − ũiũ
′

j) , (17)

Qj = ρ
(
ũ′

jT − ũ′

jT̃
)

, (18)

Jj = ρ
(

˜u′

jukuk − ũ′

jũkuk

)
, (19)

The equation of state has been used to express the

pressure-velocity correlation appearing in the total en-

ergy equation in terms of Qj .

Subgrid-scale models

The SGS terms are closed using the models de-

scribed in Mart́ın et al.11 Namely, the one-coefficient

dynamic model is used to compute τij , the mixed

model is used to compute Qj , and Knight’s12 model

is used to compute Jj . These models are composed

of a scale-similar and an eddy-viscosity part. In this

way, the models reproduce the local energy events that

the grid cannot resolve while providing the dissipa-

tion that is generally underestimated by purely scale-

similar models. The expressions for these models are

τij = −C2∆
2
ρ |S̃′|

(
S̃′

ij −
δij

3
S̃′

kk

)
+ ρ (˜̃uiũ′

j − ˜̃ui
˜̃
u′

j) ,

Qj = −C
∆

2
ρ |S̃′|

PrT

∂T̃

∂ξj
+ ρ

(
˜̃
u′

jT̃ − ˜̃
u′

j
˜̃
T

)
,

Jj = 2ũ′

kτjk ,
(10)

where ∆ = (∆ξ ∆η ∆ζ)
1/3, with ∆ξ, ∆η and ∆ζ as the

grid spacings in the LES grid, |S̃′| = (2S̃′

ij S̃
′

ij)
1/2 and

S̃′

ij is the transformed strain-rate tensor. The expres-

sions for the model coefficients can be found in Mart́ın

et al,11 and their extension to curvilinear coordinates

is described in Armenio and Piomelli.13

Filtering and ensemble averaging

We require two filtering operations to evaluate the

mixed models. These operations are performed multi-

ple times to evaluate the smallest resolved scales. Note

that
˘̃
f = ρ̂ f̃/ρ̂ and

˜̃
f = ρ f̃/ρ represent quantities as-

sociated with the test and scale-similar representation

of f̃ , respectively. These two filtering operations are in

accordance with a second-order discretization to mini-

mize the commutation error between the filtering and

differencing operations,14 and are given by

̂̃
f i =

1

4

(
f̃i−1 + 2f̃i + f̃i+1

)
,

f̃ i =
1

8

(
f̃i−1 + 6f̃i + f̃i+1

)
,

(20)
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where the corresponding filter widths are15 ∆̂i =√
6 ∆i and ∆i =

√
3 ∆i, with ∆i being the LES grid

spacing. These filtering operations are performed in

the computational space, since it takes less computa-

tional time than performing the filtering operations in

physical space.5

To evaluate the model coefficients we use the

ensemble-averaging operation 〈.〉. To preserve Galilean

invariance the ensemble-averaging operation is per-

formed after transforming the filtered quantities from

the computational to the physical space.13 Then

the ensemble-averaging operation is performed in the

streamwise and spanwise directions. Note that for the

elliptical cone the flow is not homogeneous in these di-

rections, thus a more sophisticated filtering operation

such as Lagrangian filtering should be used in future

calculations.

Numerical method

For the convective fluxes we use a fourth-order hy-

brid finite-difference method.16 This scheme has low

dissipation properties, and was designed to perform

DNS and LES of compressible flows. The time ad-

vancement technique is based on the DPLU relax-

ation method of Candler et al.18 and was extended to

second-order accuracy by Olejniczak and Candler.19

The viscous fluxes are evaluated using fourth-order

central differences. Finally, the transformation metrics

are evaluated using fourth-order central differences so

that the inaccuracy of the numerical evaluation of the

metrics coefficients is less than the inaccuracy of the

convective fluxes.

Validation

To validate the implementation of the SGS models

in curvilinear coordinates, we use the a priori and a

posteriori tests in a compressible boundary layer. In

the a priori test the flow field variables obtained from

a DNS are filtered to yield the exact SGS terms, and

the filtered quantities are used to asses the accuracy

of the parameterization. In the a posteriori test, the

large, resolved turbulent scales are used to model the

SGS terms during a LES.

The flow conditions are Reθ = 7670, Me = 4,

Te = 5000K, ρe = 0.5 kg/m3 and Karman number

Ka = 700, where Ka = δ/zτ is an estimate of the

largest to smallest turbulence scales in the flow. The

DNS grid is 384× 128× 128 grid points in the stream-

wise, spanwise and wall-normal directions respectively.

The homogeneous directions are equispaced and the

wall-normal direction is stretched. The domain size is

8δ × 2δ × 15δ and the domain resolution is ∆x+ = 15,

10-3 10-2 10-1 100

z / δ
106

107

108

109

1010

kg
/m

s3

Heat flux
Turbulent diffusion
Viscous diffusion

Figure 1. Divergence of the SGS terms appearing in

the total energy equation for the flat plate boundary

layer.

∆y+ = 11 and 0.15 ≤ ∆z+ ≤ 46 within the boundary

layer.20

To filter the DNS data and map it onto the LES

grid, top-hat filters are applied along the three direc-

tions using

f i =
1

2n


fi−n

2
+ 2

i+ n

2
−1∑

i−n

2
+1

fi + fi+ n

2


 , (21)

with ∆i = 8∆i, ∆j = 2∆j , and ∆k = 2∆k, where ∆i

and ∆i are the LES and DNS grid spacings, respec-

tively. With these filter widths the energy percentage

residing in the SGS is up to 20%, and the domain size

and resolution are 48 × 64 × 64 and 120∆x+, 22∆y+

and 0.30 ≤ ∆z+ ≤ 92, respectively.

We use supersonic boundary conditions in the

free stream and periodic boundary conditions in the

streamwise and spanwise directions. Thus, the bound-

ary layer is temporally developing. In low-speed simu-

lations, periodic boundary conditions may not be valid

since the amount of kinetic energy in the free stream

may not be sufficient to maintain the turbulence levels

in the boundary layer. However, this is not an issue

in the present simulations, since the kinetic energy in

the free stream is substantial. However, an impor-

tant consideration when performing DNS of tempo-

rally developing boundary layers is the growth of the

displacement thickness, δ∗, which represents the dis-

tance by which the streamlines in the boundary layer

edge are shifted due to the temporal development of

the boundary layer. Significant growth of δ∗ may af-

fect the important flow statistics. Thus, the growth of

δ∗ in the relevant time scale must be assessed. We find

that the growth of δ∗ in one ττ = δ/uτ is less than 8%.

Also, the distribution of turbulent kinetic and internal

energy within the boundary layer is constant in that

time period.

We first consider the results from the a priori

test. Figure 1 compares the magnitude of the un-
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〉
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SGS

(c)

Figure 2. A priori comparison of the SGS terms

for the flat plate boundary layer. The variables are

nondimensionalized using τw and uτ given by the DNS.

closed terms appearing in the total energy equation.

Throughout most of the boundary layer, the SGS tur-

bulent diffusion and SGS heat flux are the dominant

terms. Near the wall, the SGS heat flux is negligi-

ble since the flow is adiabatic, and the SGS turbulent

diffusion is small since there is little redistribution of

turbulent kinetic energy by the SGS. Thus, the SGS

viscous diffusion representing the dissipation of kinetic

energy into heat due to the SGS turbulent scales is

dominant near the wall. However, since the mean vis-

cous diffusion near the wall is substantial, the SGS

viscous diffusion can be neglected.

Figure 2 plots the average of the SGS terms across

the boundary layer. The global representation of the

modeled terms is in good agreement with the DNS.

Figures 3 through 5 plot contours of the SGS terms

Spanwise direction (2δ)

N
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m
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m
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Figure 3. A priori comparison of the SGS stress τ13

for the flat plate boundary layer. The variables are

nondimensionalized using τw given by the DNS.
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Figure 4. A priori comparison of the wall-normal

SGS heat flux Q3 for the flat plate boundary layer.

The variables are nondimensionalized using τw and uτ

given by the DNS.

on spanwise planes of data. The magnitude and lo-

cal features associated with the SGS terms are well

represented by the mixed models.

To perform the a posteriori test, we advance a LES

and a coarse DNS using the same resolution as the

LES up to a dimensionless time tuτ◦/δ◦ = 1.0, where

uτ◦ and δ◦ are the initial friction velocity and bound-

ary layer thickness. Figure 6 plots the mean velocity

profile with Van-Driest transformation for the simula-

tions. The LES agrees very well with the DNS result
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Figure 5. A priori comparison of the SGS turbulent

kinetic energy diffusion J3 for the flat plate boundary

layer. The variables are nondimensionalized using τw

and uτ given by the DNS.

and the error is less than 6%. The error for the coarse

DNS is up to 20%. Figure 7 plots the friction velocity.

Again, the error for the LES is 6%, indicating that

the small over-prediction of the transformed velocity

is a result of the under-predicted uτ . However, for the

coarse DNS simulation the error in uτ is 14%, which

is larger than the error in the transformed velocity.

Thus, the under-estimation in the transformed velocity

profile is due to both the low resolution near the wall

and the different flow physics in the absence of the

small-scale turbulence features.

Elliptic cone flow description

For the purpose of future comparison with exper-

imental data, we chose one of the cone geometries

that are being studied at Princeton Gas Dynamics

Laboratory Mach 8 Facility.1 The 2:1 elliptic ratio

cone has a nose diameter of d = 0.08 mm, length

L = 0.1524 m, 13.8◦ half-angle on the major axis, and

a zero angle of attack. Surface heat flux and hot-film

measurements2,4 and computational simulations using

parabolized stability theory2,3 have been performed on

this geometry.

The flow conditions in the freestream are Mach

number M∞ = 8, T∞ = 59.02 K, and ρ∞ = 0.512

kg/m3. These conditions correspond to a freestream

unit Reynolds number Rex,∞ = 14.2 × 106 m−1 and

a total enthalpy h◦ = 8.2 × 105 m2/s2. The three di-

mensionality of the geometry causes a stronger flow

compression at the leading edge (major axis) which

10-1 100 101 102 103

z+

0

5

10

15

20

25

30

〈u
+

〉 V
D

DNS
LES
No SGS

Figure 6. A posteriori comparison of the mean ve-

locity profile scaled with Van-Driest transformation for

the flat plate boundary layer.

0 0.2 0.4 0.6 0.8 1

t uτο / δ

200

220

240

260

280

u τ
(m

/s
)

DNS
LES
No SGS

Figure 7. A posteriori comparison of the friction ve-

locity for the flat plate boundary layer.

leads to crossflow from the leading edge to the cen-

terline (minor axis). Consequently the boundary layer

is fattest and thickest at the center line where tran-

sition occurs first.1,2,3,4 Kimmel et al.3 find that the

low-momentum flux at the centerline results in an in-

flectional velocity profile and subsequent early tran-

sition. Flow visualization1 reveals hairpin structures

near the centerline region which indicate early stages

of transition, and elongated streaks near the off-axis

regions that at high Reynolds numbers break down

into a series of chain-like structures. Our goal is to

provide additional details of the flow phenomena.

Simulation method

The size of the computational domain required to

perform a LES on the cone configuration is constrained

by the shock-standoff distance and the size of the cone.

In the wall normal direction, we need enough grid

points to contain the shock. The shock angle is is

approximately θs = 1.2θc, where θs and θc are the

shock and cone angles respectively. Thus the maxi-

mum shock-standoff distance is about 8 mm, roughly

two times the boundary layer thickness at the center-
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Figure 8. Streamlines and density contours for the

laminar cone simulation. Note that the contours range

from 0.2 to 0.4 kg/m3 on the surface and from 0.2 to

1.5 kg/m3 at the exit plane.

line near the end of the cone.1 Thus, in the wall-normal

direction the domain must expand about 3δ from the

surface. In the spanwise direction, the largest major

axis is about 7.5δ, and the length of the cone is roughly

31δ. Thus, the required computational domain is a

rectangular box of dimensions 31δ × 17δ × 3δ in the

streamwise, spanwise and wall-normal directions.

The resolution requirements are determined by the

state of the flow which can be estimated by consider-

ing the DNS data of a zero-pressure gradient boundary

layer at similar conditions. The wall-temperature con-

dition for the cone is nearly adiabatic, the post-shock

Mach number number at the edge of the boundary

layer is roughly Me = 6.8, and the boundary layer

thickness ranges from 3 to 6 mm.1 These conditions

are similar to those of recent DNS of an adiabatic

flat plate,20 where Me = 4 and δ = 7mm. Note

that increasing the Mach number decreases the size of

the streamwise length scales.21 Thus in what follows,

the resolution requirements in the streamwise direc-

tion maybe slightly underestimated. If we neglect the

effect of pressure gradients, we can assume that the

Karman number for the flat plate and the cone tur-

bulent boundary layers are comparable since the wall

temperature and edge conditions are similar. With

this assumption, and knowing the required resolution

to perform a LES of the flat plate case, we infer that

the total number of grid points required to perform a

LES over the entire hypersonic elliptical cross-section

cone is approximately 186×576×54 in the streamwise,

spanwise and wall-normal directions, respectively. The

spacing is uniform in the spanwise and streamwise

directions and stretched in the wall-normal direc-

tion. This gives a resolution of roughly ∆ξ+ = 117,

∆η+ = 20 and 0.30 ≤ ∆ζ+ ≤ 92 in the streamwise,

spanwise and wall-normal directions, respectively.

With this grid the boundary layer is well resolved.
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Figure 9. Sketch of the elliptic-cone segments for the

LES.

To initialize the LES, we use the laminar solution

obtained from an implicit blunt-body flow code using

a finite-volume technique for the spatial discretization,

and a Data-Parallel Line Relaxation (DPLR) method

for the time integration.22 In order to avoid interpola-

tion as much as possible, we use two different grids for

the finite-volume (laminar, steady calculation) and the

finite-difference (LES) so that the grid-cell centers of

the finite-volume grid match the finite-difference grid

points in the spanwise and streamwise directions. The

flow variables are interpolated in the wall-normal di-

rection ensuring mass conservation. Figure 8 shows

the afterbody of the laminar solution. The contours

represent density and range from 0.2 to 0.4 kg/m.3 The

streamlines illustrate the crossflow towards the cen-

terline and show that fluid originating at the leading

edge coalesces at the centerline farther downstream.

The shock location, the laminar boundary layer and

the stagnation region at the nose are also accurately

predicted.

Future work will involve performing the actual LES

of the cone configuration. The size of the cone prob-

lem is roughly thirty times larger than that of the

zero-pressure gradient boundary layer LES. The most

affordable way to compute the hypersonic cone flow

configuration is by dividing the cone into segments

and performing a LES on each, see Figure 9. The

flow is initialized using the results from the laminar

calculation with a prescribed freestream disturbance

spectrum resembling that present in the experiments.

To initialize the flow from one segment to the next,

we will use the inflow generation method of Li et al.23

Namely, a time series of instantaneous outflow planes

are extracted from the previous segment calculation.

Then the signal is made periodic and used as inflow

conditions for the next segment as many times as nec-

essary. Li et al.23 tested and validated this method
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by comparing the simulation results of a spatially de-

veloping turbulent mixing layer to experimental data.

Finally, the database obtained from the LES will be

compared against experimental data.

Conclusions

In this paper a formulation of subgrid-scale models

for compressible flows in generalized curvilinear coor-

dinates has been presented. The implementation of

the LES has been validated by comparison against the

DNS simulation of a zero-pressure gradient, turbulent

boundary layer. From the a priori test, it was found

that the models give good statistical and local predic-

tions of the turbulent flow. From the a posteriori test,

we found that using the hybrid finite-difference treat-

ment of the convective fluxes gives a good prediction of

the friction velocity and transformed velocity profile.

The simulation method for the elliptic cone geom-

etry has been discussed. The domain size and resolu-

tion have been presented. The resulting problem size

is thirty times larger than that of the flat plate LES.

However, the grid resolution requirements could be re-

laxed if more information about the transitional and

turbulence stages of the flow were known. Namely, it

would be beneficial to obtain experimental measure-

ments of the wall unit zτ at early stages of transition

and fully turbulent regimes. In that way, a more ap-

propriate non-uniform streamwise grid spacing could

be prescribed. Also, details about the freestream dis-

turbances in the experimental facility and at early

stages of transition are desirable to initialize the in-

flow appropriately and to compare the LES to exper-

imental data. Data provided from experimental flow

visualization would be extremely helpful in testing the

ability of the current models to reproduce the details of

coherent structures. Finally, experimental time evolu-

tion information is also desirable to test the evolution

of the large-scale turbulence that is predicted by the

LES.

Finally, since the flow of interest is not homoge-

neous, further studies need to be perform to upgrade

the calculation of the model coefficients from the en-

semble averaging to the Lagrangian procedure. This

will involve controlled computational experiments to

find the appropriate time scales for each of the SGS

terms.
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Vitesses Macroscopiques Pondérées par la Masse Vo-
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